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Abstract

Experimental physics relates to developing instrumentation and interpreting the

data coming out of it, usually in very large scale. From the physics phenomena down

to interpretation of the results, there is a strongly connected chain of links including

detector development, design of front-end (FE) and data transmission Application

Specific Integrated Circuits (ASICs), communication architectures, data acquisition

(DAQ) and monitoring softwares, and implementation of frameworks for off-line

analysis.

Modern nuclear and high energy physics (HEP) experiments require the devel-

opment of custom-designed high-density ASICs. There are two main areas of HEP

in which ASICs are required: the front-end and the data transmission electronics.

High integrated custom design, especially in front-end chips, is needed because of

required detection precision in terms of time and spatial resolutions. The space al-

lowed for the electronics due to required detector granularity is also a severe concern.

Even though almost any kind of building blocks with high performance are available

commercially, they are not optimized and compiled onto chips dense enough in ac-

cordance to HEP requirements. Thus, building an experimental system composed

of commercial components only is usually very difficult. Custom design, particularly

that of front-end ASICs, is needed because of the in-existence of commercially avail-

able chips which could be used for specific functionality required by experimental

systems. Heavily radioactive environment leads to custom design also for data trans-
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mission ASICs, since either high-performance commercial products are not built for

radiation hardness, or in case they are, their prices are prohibitively high. Using

special layout techniques to make the circuits radiation tolerant is a decision made

at the cost of relatively bigger dies and, thus, slightly slower operation. In this

thesis, the development of two ASICs covering the above applications is presented.

An 8 channel full-custom FE-ASIC, named the CMAD, is designed and im-

plemented in a commercial 350nm CMOS technology for the binary readout of

RICH-I detector system of the COMPASS experiment at CERN. The ASIC CMAD,

which is successfully tested, amplifies the signals coming from fast multi-anode

photo-multipliers and compares them against a threshold adjustable on-chip on a

channel by channel basis. The CMAD is scheduled to be installed in COMPASS in

2008.

A charge-pump phase-locked loop (CP-PLL) based serializer for the radiation-

hard transceiver ASIC, namely the GBT13 which has been under development for

the upgrade of the LHC, is designed and implemented in a commercial 130nm

CMOS technology. As a possible functional extension to the GBT13, a burst-

mode capable clock and data recovery (CDR) block is also designed with the same

technology. Test prototypes for the building blocks are designed. At the time of

writing, a limited number of test circuits are fabricated and tested.
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Chapter 1

Introduction

Different disciplines get together within large scale nuclear and high energy physics

experiments to address a wide variety of problems. In this chapter, a brief intro-

duction to issues connected to experimental system development is given, namely

FE and data transmission ASIC designs, together with driving motivations and

methodologies currently in use.

1.1 Front-End and Data Transmission ASICs

In high energy physics instrumentation, FEs form the interface between the detector

and the read-out system. Data are transfered through read-out channels (ROC) and

FEs provide the first analog interpretation of the detection. They establish functions

like signal amplification and shaping, channel equalization, quantization and zero

suppression. After FEs encapsulate raw data in a proper way, read-out takes over

and the data, which are usually serialized, flows to the next destination through a

DAQ system.

Based on the content of what is being detected, detectors and related FEs may

have significantly different requirements which impose application specific architec-

tural choices. The energy region of interest and statistical requirements defining the

speed of the channel have also severe impact on architectural choices.

In a detector, each individual detection component (e.g. a pad of an array of

pads located on a planar surface) is expected to produce a binary ”yes/no” or an

2
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Figure 1.1: Generic tracking principle.

analog information as result of a detection. Fig. 1.1 shows generic tracking principle.

It represent a gaseous chamber for 3D tracking but actually the principle can cover

most types of tracking detectors used in the field.

In Fig. 1.1, the ions created by the ionizing particle in the tracker can not

recombine with their electrons due to the existence of an electric field strong enough

to separate the electron from its ion. Electrons then begin to drift along the volume

till they reach the positive pad plane1. The drift time of an electron is proportional to

the distance from the pad plane. Ionization events are visible as peaks in the time

proportional histograms which are created by the ADC2s that sample the related

pads. Fig. 1.2 shows an example of a time proportional histogram of an individual

pad. The number of counts or equivalently the amount of charge is shown on y axis

1At the same time, the ions also begin to drift towards the opposite direction. However, they

are not used for detection since they are significantly slower, resulting in a slower response with

ambitious timing and spatial resolutions.
2ADC stands for Analog-to-Digital Converter.

December 17, 2007
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Figure 1.2: Time projection histogram of an individual pad.

whereas the time bin or equivalently the distance of ionization from the pad plane is

shown on x axis. Therefore, the distance of these peaks from the origin can be used

as one of the dimensions while constructing the event. Due to the acceleration of the

electrons created during primary ionization events, secondary ionization events can

take place, depending on the medium within the detector. The cones indicate these

possible secondary ionization events. Ellipses on the pad plane indicate the real hit

regions. The flat colored region on the pad plane is the interpreted result. The pad

and row numbers are treated as (x, y) plane coordinates and with the z value, a 3D

view of the event which is being processed can be rebuilt either on-line or off-line [19].

Fig. 1.3 shows an event of cosmic particles detected within such a gaseous tracker in

2D where the color codes represent the bin number holding the maximum ADC count

corresponding to the distance of the highest-charge ionization [19]. Discreteness in

white space is as result of a malfunction in the acquisition chain.

Having such a detector, one needs to ”read” the information on the individual

detection component, ”written” by the ”physics event” occurred. The electronic cir-

cuit that reads this information directly from the detection component is integrated

within a chip called the front-end (FE).

After the front-end stage, the data should be accompanied with a proper header

end/or trailer pre- and/or post-fix to be embedded into the flow of data coming from

all the other parts of the entire detector system. Data transmission chips come into

play at this stage. They establish the connection3 between far ends (e.g. detector

3Physically, this can be interpreted as frequency/phase locking and hand shaking protocols.

December 17, 2007
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Figure 1.3: A cosmic event.

and counting room), guarantee the successful data transfer4 and pass the data to

the next stage which is usually called a Data AcQuisition (DAQ) system.

FE and data transfer ASICs impose challenges with well-known trade-off set of

VLSI design5 [91]. Additionally, their design becomes even harder due to harsh radi-

ation environment of HEP experiments. As an example, enclosed device geometries,

which are usually not provided by the fabrication foundry, make device modeling a

more involved task, and decrease the possibility of making the first-time fabrication

4Bit Error Rate (BER) is usually used to measure the success level of a digital connection.
5This trade-off set is known as VLSI design octagon.

December 17, 2007
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a success. Another example is higher current levels used to overcome single event

upsets (SEU) imposing difficulties in optimizing operational parameters.

1.1.1 The Need for Full Custom Design

Experimental nuclear and HEP setups are usually unique, requiring very specific

solutions. These specific solutions include especially high density in front-end elec-

tronics to meet spatial resolution requirements and tolerance to very high ionizing

radiation levels considering both front-end and the data transmission ASICs. Addi-

tionally experimental systems have usually a very high number of read-out channels

in total (e.g. of the order of tens of millions) requiring low power (e.g. of the order of

a few tens of mW per channel) and small area. The number of channels integrated

onto a single die can range from a few to a few hundreds depending on the signal pro-

cessing needs. Unique experimental systems can easily impose non-standard signal

processing functionality which can not be satisfied by the products on the market

(e.g. functionality of a FE ASIC). In case commercially available high performance

products exist, they are either not radiation hard (e.g. data transmission ASICs) or

their prices are prohibitively high.

Considering the above issues, it can be concluded that nuclear and HEP ex-

periments, which both can have very specific needs, require custom-designed high-

density radiation-hard ASICs for front-end and data transmission applications in

particular.

1.2 VLSI Design Methodology

The semiconductor industry’s growing ability to integrate functionality onto sili-

con requires that both the digital and analog circuits be increasingly integrated on

the same chip. Especially communication systems must interface to the physical

communications media, and those media are analog by definition. Additionally,

mixed-signal design is key to overcoming the communication bottle-necks that exist

in all high performance computing systems.

December 17, 2007
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The mixed-signal design process has changed relatively little over the past two

decades, and in comparison to the digital design process, is slow, labor-intensive,

and error prone. While digital design has improved the design methodology and

adopted design automation, it is not the case for mixed-signal design.

1.2.1 Design Drivers

Design of mixed-signal systems is getting more challenging which is increasing the

pressure to fix the mixed-signal productivity problem. The need to complete increas-

ingly more involved designs more quickly, the need to increase the predictability of

design process and re-usage of existing designs, together with the increasingly fluid

nature of design and process requirements are the challenges which mixed-signal de-

signers have to face. Because of the challenges listed below, new design paradigms

are needed for a sustainable mixed-signal era.

Time Consideration

Large scale experimental physics consists of many parallely ongoing projects which

usually share a common or relatively close deadlines. To finalize a mixed-signal chip

in a timely manner, one must have a design methodology that reduces the number

of design and silicon iterations, maximize designer efficiency, and make it possible

to effectively use more designers to speed up the whole process by avoiding the so

called baby creation problem. With the existing baby creation process, it takes nine

months to create a new human baby. Adding more women to the process does

not get the baby out any faster. To a large extent, the same is true with current

mixed-signal design process. Assigning more designers can increase the design speed

slightly but there are severe limitations. In the current bottom-up design process

which has limited opportunities for parallelism, there are several inherently serial

tasks which can not be paralleled.

Complexity

Obviously circuits get more complex in two different ways at the same time. First,

they get larger in terms of number of transistors and level of functionality with

December 17, 2007
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an average growth rate of 30x per decade. Second, the operations of the circuits

get more complex with a growth rate of 10x per decade. One of the examples is

clearly the control systems like phase locked loops which will be presented in this

thesis. The result of these two effects together is that verification complexity of such

systems increases with a speed of 300x per decade. Even though CAD6 tools with

increasing functionality exist, verification complexity of mixed-signal systems is far

ahead for them to address the needed requirements.

Reuse

An important part of the strategy increasing the mixed-signal productivity is reuse

which has two types: intellectual property and derivatives. In both of the cases, a

piece of design can not be reused by another design in a straight forward manner.

Either because of the lack of a complete documentation and/or the technological

process differences make it hard to do so. Generally a re-engineering is required.

Fluid Design and Process Requirements

Especially at the start-up phase of a design, specifications and/or technological

process parameters can shift during the design process. Additionally, designs can

require that they must be capable of migrating to a new application or process after

completion of the initial version.

Gigabit I/O

In many applications, an economic judgment of whether it is better to integrate

mixed-signal part of the whole design onto the same chip with the rest of the design

to reduce costs or separating them to reduce risks is needed. Applications like

wireless can make such a judgment whereas for high speed I/O, the decision can not

be made: mixed-signal circuitry must reside on the same chip.

6CAD stands for Computer Aided Design.

December 17, 2007
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1.2.2 Bottom-Up vs. Top-Down

The traditional approach to design is referred to as bottom-up design in which

the design process starts with the design of individual blocks. These blocks are

then combined to form the whole system. The design of the blocks starts with a

set of specifications and ends with a device level implementation as seen in Fig.

1.4. After schematic capture and simulation, circuit layout is done and checked

against design rules (DRC) provided by the foundry, parasitic device extraction is

performed and the extracted circuit which is a more physical representation of what

was captured as schematic is obtained. The control of extracted circuit layout versus

its schematic implementation (LVS) is then performed. In case of failure at check

points, backward arrows in the figure take over. Each block is verified as a stand-

alone unit against specifications and not in the context of the overall system. Once

verified individually, the blocks are then combined and verified together, and at this

point the entire system is represented at the device level. Even though efficient

for small designs, the bottom-up approach has the following features, which are

somehow problematic for large designs:

1. Once the blocks are combined, simulation takes a long time and verification

becomes excessively hard or sometimes impossible.

2. For complex designs, the greatest impact on the performance, cost and func-

tionality is typically found at the architectural level where bottom-up design

sets severe limitations for architectural exploration.

3. Problems arising at the combining phase are expensive to solve, since they

involve re-design of the blocks.

4. Bottom-up design has important and expensive steps to be performed serially.

This stretches the time required to complete the design.

However a well designed top-down methodology proceeds from architecture to

device-level design as seen in Fig. 1.5. First, the architecture is implemented with

a high-level description either in register-transfer level or gate-level or both of them

partly at the same time. Using the target library, gate-level description is generated,
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Figure 1.4: Process diagram of bottom-up design.

then gate-level net-list is produced or schematic capture is performed as alternative

to HDL code. Digital simulations follow to verify the functionality. Using standard

cells, placement and routing are done to create the actual circuit layout automat-

ically. Final logic simulations are performed to verify actual delays and circuit

performance. Therefore, each level is fully designed before proceeding to the next

and each level is fully leveraged in design of the next. Doing so reduces the impact of

late-coming changes in the design cycle. Some basic principles for top-down design

can be listed as the following:

1. A shared design representation is used for the entire length of the project

which allows the design be simulated by all members of the design team and

in which all types of descriptions, be behavioral or circuit or extracted layout,

can be co-simulated.

2. During the design process, each change to the design is verified in the context

of the entire, previously verified, design as dictated by the verification plan.

3. Top-down is a design process which involves multiple passes, starting from

high level abstraction and refining as the details of individual blocks become

available.

4. To the degree possible, specifications and plans should be manifested as exe-

RTL or
Structural
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Logic Synth.
Target Lib.
Mapping
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&
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Post
Layout

Simulation

Target
Library

Schematic
Capture

Figure 1.5: Process diagram of standard-cell top-down design.
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cutable models and scripts, things which are used in the design process on a

daily basis, rather than as written documents.

The methodologies presented briefly so far, namely bottom-up and top-down

approaches, are not supposed to be the only two applicables to real-world production

systems. Depending on what is being designed and according to what type of an

existing system one has, one or the other can be chosen where applicable. In the

context of this thesis, both approaches were used.

1.3 Text Organization

The organization of this thesis is as follows:

Chapter 2 gives an overview of COMPASS experiment at CERN. Brief physics

program, detector description and RICH operation principle are summarized.

Chapter 3 introduces the architecture and the circuit designs of the CMAD

front-end ASIC which is realized for the RICH-I detector system of the COMPASS

experiment.

Chapter 4 deals with the test of CMAD. Test environment is described and

measurement results are presented in this chapter.

Chapter 5 is where the CP-PLL based serializer designed for GBT transceiver

system is introduced. Overview of the system, network configurations, operational

conditions and practical implementation issues like loop parameter selection and

model based simulations are detailed. The device level implementations are also

given in this chapter.

Chapter 6 represents a burst-mode capable Clock and Data Recovery (CDR)

circuit design as a possible functional extension to GBT transceiver. Introduction

to the clock and data recovery concept, proposed classification of CDRs and a proof-

of-concept test circuit implementation details are presented.

Chatper 7 summarizes the work and provides an outlook for the future work.

Appendix A provides the behavioral model for second-order systems relating

to all negative feed-back loops in this thesis, namely the operational amplifiers in

the CMAD and the CP-PLL itself with practical details.
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Appendix B presents all hardware model cores written either in verilog and/or

verilogA. The software tool, named CaPPeLLo7, developed for calculating loop

parameters, evaluating CP-PLL behavior and jitter performance is also presented

briefly. Script cores which were used to calculate results presented in the text are

provided.

7CaPPeLLo stands for CP-PLL parametrizer, developed in C/C++ programming and Octave

scripting languages, in the framework of this thesis.
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Chapter 2

The COMPASS Experiment at

CERN

The COMPASS1 experiment is a continuation of the EMC2, NMC3 [55], and the

SMC4 experiments at CERN. Starting from 1995, SMC and HERMES5 collabora-

tions designed experiments for muon physics and hadron spectroscopy, that seemed

to be very similar in the foreseen setup. The Hadron Muon Collaboration (HMC) [53]

proposed to investigate the spin structure of the nucleon by scattering of muons off a

polarized target. The Charm Experiment with Omni-Purpose Setup (CHEOPS) [54]

was interested in semi leptonic decays of charmed baryons. Looking at the COM-

PASS muon and hadron program the original formulation of physics questions of

those programs are maintained.

The main physics objective of the muon beam physics program of COMPASS

is the measurement of ∆G/G, the gluon polarization in a longitudinally polarized

nucleon. The hadronic program comprises a search for glue balls in the high mass

region in exclusive diffractive pion proton scattering, a study of leptonic and semi

leptonic decays of charmed hadrons with high statistics/precision and Primakoff

scattering with various probes.

1COmon Muon and Proton Apparatus for Structure and Spectroscopy.
2European Muon Collaboration.
3New Muon Collaboration.
4Spin Muon Collaboration.
5The experiment at the HERA accelerator at the DESY.

14



2.1. Physics Overview 15

Among its physics goals, there are studies of the spin dependent structure func-

tion g1 of the proton and the deuteron, flavor dependent quark polarization in a

nucleon and parton distributions in a transversely polarized target. A detailed in-

vestigation of charmed and doubly charmed baryons is performed in the second stage

of the experiment.

2.1 Physics Overview

Neutrons and protons are the basic building blocks of matter. They form the atomic

nucleus, thus the name nucleon, and are responsible for the major part of the atomic

mass. In our current understanding, they are composed of quarks bounded by the

strong color force.

Six different quarks, the flavors, are known. Sorted according to their masses,

they are (from the lightest to the heaviest): Up (u), Down (d), Strange (s), Charm

(c), Bottom (b) and Top (t). In the naive constituent quark model, nucleons are

described as a combination of three constituent quarks. Together they define the

properties of the nucleon, like charge and mass. Different combinations of flavors

result in different types of nucleons: protons consists of (uud), neutrons of (udd).

Besides an electrical charge, the quarks also carry a strong charge, the color :

quarks can be red (r), blue (b) or green (g), anti-quarks carry the respective anti-

colors anti-red (r), anti-blue (b) or anti-green (g). Since its introduction to particle

physics, color has never been found with a free particle: quarks always appear as

white clusters called hadrons. Two ways to get white hadrons have been observed so

far: mesons are built of one quark and one anti-quark in such a way that their colors

neutralize each other, baryons are made up of three quarks whose color combination

(rgb), in the same way as in the optical phenomenology, also makes white. In this

scheme the nucleons are only two hadrons out of many: they are the three-quark-

systems consisting of u- and d-quarks only and are therefore the lightest baryons.

In the framework of Quantum Chromodynamics (QCD) the interaction of the

quarks and their color fields is described in analogy to the very successful Quantum

Electrodynamics (QED) by the exchange of field quanta, the so-called gluons. The
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strength of the interaction between quarks and gluons is described in the coupling

constant, αs. But since in QED the field quanta do not carry charge, they can not

interact among each other, whereas in QCD gluons are colored and do show self-

interaction, which leads to a much more complex interaction scheme compared to

that of QED.

It turned out that the interaction of quarks is rather weak when they come very

close together, i.e. when their kinetic energies are high. It can then be described

assuming a one-gluon-exchange similar to the one-photon-exchange in the QED case.

Due to a small coupling constant, αs, more-gluon-exchanges are said to be unlikely:

at around 100GeV, αs was measured to be only of the order of approximately 1/10. It

is therefore sufficient for many applications to calculate just the one-gluon-exchange

and add more gluons only as small disturbance. This is called perturbative QCD.

Surprisingly, in the case of large distances and, accordingly, small quark energies,

the interaction gets stronger. To allow for more gluons in such interactions, the

coupling constants is said to be not constant but assumed to get larger for larger

distances. Hence it is called a running coupling constant. As a consequence, this

makes it impossible to separate two quarks, as the force field acquires so much energy

that it finally bursts into a qq-pair under conservation of the white color. The fact

that quarks are not separable is called confinement.

At the nucleon’s energy scale of 1 GeV, αs, is already more than 0.3. Conse-

quently the behavior of quarks and gluons and therefore the structure of the nucleon

can not be described in the same perturbative way of a simple one-gluon-exchange

anymore, but many-gluon-exchanges have to be taken into account as well. The

method breaks down anyway at αs equal to approximately 1 at the latest. In the

last few years, much effort has been spent on finding new ways of describing low-

energy QCD. The most promising ones are Lattice QCD and Chiral Perturbation

Theory. In Lattice QCD the field equations are solved exactly on a grid with a finite

spacing, using a huge amount of computer power. Chiral Perturbation Theory uses

the chiral symmetry of QCD at low quark momenta, which is approximately valid

since the quark masses can be neglected because they are still much smaller than

the quark momenta.
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In the nucleon and in all baryons in general, quarks move at distances for which

the low-energy models mentioned above are just starting to be applicable. In this

region many peculiar features of QCD show up. Thus, inside the nucleons a large

number of so-called sea quarks were found, which have their origin in gluons fluctu-

ating for short times into quark anti-quark pairs. Furthermore, while in atoms the

energy stored in the binding of the electrons to the protons with opposite electrical

charge is very small6, the binding energy is surprisingly large in the nucleon. Despite

the large number of sea quarks, the contribution of quarks to the total momentum

of the nucleon was measured to be only around 50%, the rest is contributed by the

binding, the gluons. These results helped considerably to advance the theoretical

understanding of the nucleon: from a vacuum filled with three point-like quarks,

one moved to some kind of plum-pudding model where quarks are embedded into a

background of gluons like raisins in the pudding. This background, however, trans-

forms constantly back and forth into quarks and anti-quarks as well. The small

excess of three valence quarks over the large number of quark anti-quark pairs in

the sea defines the type of the nucleon. The constituent quark mentioned at the

beginning finally became only an effective particle consisting of a valence quark with

a large cloud of gluons and sea quarks around.

The spin is a very sensitive probe for the forces reigning the nucleon and is

another static property of quarks and nucleons. It seems that it plays a more

important role in high-energy particle production than expected. Traditionally the

spin of particles was considered little interesting as it was thought not to influence

the particle production at all. At any rate in high-energy multi-particle production

the particle’s mass is small compared to its energy, and thus, it was assumed that

its spin behavior should be as simple as that of massless particles. Surprisingly,

experimental data did not confirm this assumption: more than 25 years ago in

the collision of high energetic protons of 300 GeV with beryllium nuclei, scientists

found Lambda particles, Λ0 (uds), for which the spin direction was not distributed

homogeneously, but mainly perpendicular (i.e. transverse) to the production plane

6Compare, for example, the electron’s binding energy of 13.6 eV with the hydrogen mass of

938890076.4 eV.
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spanned by proton and Λ0, even though neither proton nor beryllium were polarized

themselves [7].

Since then such spontaneous polarization has been found with other interactions

as well, exhibiting a regular pattern, which should help to uncover the underlying

production mechanism. Yet the observed polarization still can not be comprehen-

sively described and is likely to originate from several sources, being related to either

the structure of the baryon itself or to the production process. Measuring this quan-

tity therefore gives an important insight into the world of the quarks and how they

put themselves together to make up baryons.

While much data on transverse polarization phenomena have already been col-

lected in proton proton, kaon-proton or pion-proton collisions, no data are available

from photo-production. COMPASS, a state-of-the-art experiment currently running

at CERN, has the unique chance to provide highly precise data on this topic, which

will give a new view to this subject and the possibility to check new models.

2.1.1 Muon-Beam Physics Program

In the middle of 1970s, the first deep inelastic scattering (DIS) experiments with

polarized beams started to operate at SLAC [27] [30] to investigate a new degree of

freedom, the spin. Polarized DIS experiments continued at CERN by the European

Muon Collaboration (EMC). The EMC discovered [31] [32] that Ellis-Jaffe summing

rule [33] is violated, a fact known as spin-crisis. In the simplest approach of the

Quark Parton Model (QPM), in the nucleon there are three valance quarks with a

spin of 1/2. The spins of two quarks were parallel to the nucleon spin and one quark

has its spin anti-parallel. In this way, a nucleon spin equal to 1/2 is recovered. In

this simplest approach the quantity which measures a fraction of the nucleon spin

carried by the quarks, ∆Σ, is equal to 1. Taking relativistic effects into account,

∆Σ ≈ 0.6 is expected [34]. A value measured by EMC was ∆Σ ≈ 0.12±0.09±0.14,

far from the expectations. It was a surprise as the QPM successfully described e.g.

hadron charges, their anomalous magnetic moments and mass differences between

hadrons. Further experiments, i.e. Spin Muon Collaboration (SMC) [35] at CERN,

E142 [38], E143 [41], E154 [42], E155 [43] at SLAC and HERMES [45] [50] at DESY
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confirmed the EMC observation with a better accuracy.

In a more realistic approach the spin of the nucleon may be carried by quarks,

∆Σ, gluons, ∆G, and by orbital momentum of quarks and gluons, Lq and Lg,

respectively as
1

2
=

1

2
∆Σ + ∆G + Lq + Lg (2.1)

where ∆Σ is already reasonably well known (0.30±0.04±0.09) [51], the other terms

are still un-tackled and need to be measured.

The spin contributions of the quarks are experimentally accessible in deep inelas-

tic scattering, where one does not scatter on the complete nucleon, but on partons

carrying only a fraction of the nucleon’s momentum. In inclusive measurements

only the scattered lepton is detected, including all possible reactions of the target

nucleon. From the kinematics of the lepton alone, the contributions of both quarks

and anti-quarks to the spin could be extracted. The experiments of the next genera-

tion are hoped to find out more about the flavor-decomposed quark contributions or

gluon polarization and orbital momenta. For this, more information on the scattered

quark is needed. It is expected to hadronize into the hadron with the highest mo-

mentum (leading hadron), which has to be identified and its kinematics determined

in semi-inclusive Deep Inelastic Scattering (SIDIS).

∆G can be probed in so-called Photon-Gluon-Fusion (PGF), orbital momenta

are accessible in Deeply Virtual Compton Scattering (DVCS). In recent years an

additional, equally important spin distribution function, the so-called transversity,

was found to be very interesting.

COMPASS will provide precise data on these topics. Both beam and target are

polarized. While the spin direction of the µ is more or less fixed by the accelera-

tors, the target spin is rotated 3 times a day. To reduce systematic uncertainties,

measurements with different target polarizations are compared in such a way that

experimental biases cancel each other out. Gluon polarization is given priority here.

Gluon Polarization

The most promising candidate for a significant contribution to the spin of the nucleon

not attributed to the quarks is the gluon. Similar to the missing momentum of the
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nucleon, one hopes to find a good fraction of the nucleon spin with these exchange

bosons. Unfortunately the spin of the gluons is not easy to probe: the clearest

polarized probes are polarized photons, as e.g. in polarized muon scattering. But

as gluons do not carry electric charge, they can not interact with photons directly.

One has to use a second order process, in which the photon interacts with the

gluon via an intermediate quark line. Such a process is called photon gluon fusion

(PGF). In order to enrich the data sample with PGF events, two ways are followed

in COMPASS, namely Open Charm Production and events with high pT .

Open Charm Production

In leading order heavy quarks produced via PGF, contributions from the sea quarks

or from the fragmentation process of light quarks are small. COMPASS will therefore

measure the spin-dependent asymmetry for charm muo-production [74], which is

given by the number of charm events for muon spin parallel and anti-parallel to the

target spin.

High pT Events

An alternative to the limited cross sections of open charm production is looking for

all possible quark types, which manifest themselves in the production of two jets

with opposite azimuth [39]. In the case of the moderate energies of fixed-target7

experiments the jets shrink only to the two leading hadrons, which still reflect the

original quark flavor and direction of the hard process. While the statistics situation

is much better compared to the charm-only case, the background situation is less

favorable.

Transversity

In leading order, three independent quark contribution functions are needed for the

complete description of the nucleon. Besides the already mentioned q and ∆q as

7One of the two fundamental types of HEP experimental systems, the other one being the

so-called collider, having different advantages and disadvantages.
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the number density and the polarization of the quarks of flavor q, additionally the

transverse spin contribution ∆Tq is necessary. It describes the quark distribution in

a transversely polarized nucleon with respect to longitudinally polarized beam, in

analogy to ∆q as the difference between quark spins parallel and anti-parallel to the

nucleon spin. In the naive picture ∆Tq should be the same as ∆q. But this is only

valid in the non-relativistic regime, whereas for the quarks in the nucleons, the two

distributions are expected to differ from each other. Their discrepancy is a measure

for the size of the relativistic effects and therefore it is interesting.

Unfortunately, transversity can not be directly probed in normal DIS, as the nec-

essary process exhibits an inapt symmetry behavior: an involved spin flip changes

the symmetry state from chiral-even to chiral-odd. Such processes have to be com-

pensated with another chiral-odd effect, like in a sequence of two such processes (as

in Drell Yan Processes) or when they are followed by an equally chiral-odd fragmen-

tation process, the so-called Collins Fragmentation. This complication is the reason

why transversity has not yet been measured and is now on the list of the physics

goals of COMPASS. COMPASS wants to measure the azimuthal distributions of the

leading π, which should -according to Collins- show an asymmetric behavior that

can be related to ∆Tq. Again SIDIS is the key to this topic [47].

DVCS

As already mentioned, the orbital momentum of the quarks Lq is a very interesting

quantity. This field has opened just recently, when a connection was found between

the total angular momentum of the quarks J = 0.5∆Σ + Lq and the so-called

Generalized Parton Distribution functions, GPDs [46]. It has been proposed to use

Deeply Virtual Compton Scattering (DVCS) in which the virtual photon emitted

from the muon beam is scattered off the target nucleon and becomes real, for the

extraction of these GPDs in COMPASS.

The measurement of DVCS is not in the COMPASS proposal of 1996, but was

proposed only much later. First feasibility studies and measurements already gave

positive results. A measurement of DVCS is intended in the second phase of COM-

PASS after 2005.
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2.1.2 Hadronic Physics Program

Hadronic physics program continues the experimental efforts on investigating the

strong interaction inside the nucleon via spectroscopy of hadrons with different quark

content (e.g. charmed baryons) and non-qq-systems (e.g. glueballs).

The need for very high statistics is common to all projects; it is due to small

cross sections for charmed baryons or glue-balls and high mass diffractive systems.

Therefore high intensity beams are needed. The various beam energies between 100-

300 GeV available at COMPASS permit very clear systematic studies, and different

beam particles (π, K and p) open the possibility for studies in different environments

with the same setup.

One of the key goals is the investigation of baryons with c-quark content, so-

called charmed and doubly-charmed baryons. Such measurements require a highly

optimized layout and are therefore not possible in the initial setup, but only later

in phase 2 started in 2006. Many other hadronic topics, however, could be pursued

earlier, for example the production of exotic states and the polarizability of the π.

Exotic States

Exotic state is the name for hadrons which can not be described as (qq) or (qqq)

systems. Different scenarios are possible. One of the most fascinating features of

QCD is the fact that the transmitters of the color force, the gluons, carry color

charge themselves and therefore should be able to form bound states among each

other, so-called glue balls. An intermediate formations are hybrids, for which both

valence quarks and exotic gluonic degrees of freedom are present. Currently it is

expected that even if these objects with gluonic degrees of freedom can be formed,

they have a rather short lifetime and will be difficult to find in the presence of

background from other hadronic resonances. One can use the fact that objects with

gluon content can form quantum states that can not be reached with fermions alone,

the so-called exotic quantum numbers.

Additionally, it is interesting to look for hadronic structures which contain more

than 3 quarks, like Hexaquarks, Pentaquarks and Tetraquarks with different com-

binations of heavy and light, quarks and anti-quarks. From a theoretical point of
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view these objects are very interesting and several predictions are available. But

experimentally their discovery is a very challenging task. COMPASS with its high

rate and precise acquisition, will make its contribution in extracting and identifying

these objects from the background.

Primakoff Scattering

The lightest and the simplest quark system is the π. It consists of one quark (u

or d) and one anti-quark (u or d). As free quarks have not been observed yet, the

π is an interesting object for hadron physicists for investigating quarks and their

interactions inside hadrons. The theoretical basis is quite well understood: the π

plays an important role in chiral perturbation theory (PT), which has been very

successful in the description of strongly interacting systems at low energies in the

last few years.

To find out more about the forces keeping the two quarks together, one wants to

see the influence of electromagnetic fields acting on the (electrically) charged quarks.

As the π has a lifetime of only 10−8 seconds, it is not possible to produce a π target.

One, therefore, has to consider inverse kinematics, where a π-beam is scattered off

the electric field of a high-Z nucleus, performing the so-called inverse Compton or

Primakoff reaction and produces a real photon.

Charmed Baryons

After the formulation of the SU(3) flavor group, which describes the similarities

among u, d and s quarks, the scheme was soon extrapolated to additional, yet

unobserved quark types. An even better motivation was provided by the GIM

mechanism [49], a theory in which the simple phenomenological model of weak

interactions involving a single charged vector boson is considered as a quantum

field theory. In higher orders of perturbation theory divergences show up, which the

authors propose to absorb via the introduction of a 4th fundamental fermion, thereby

revealing a suggestive lepton-quark symmetry. Following the rules of group theory,

two baryonic (Fig. 2.1) and two mesonic multiplets could be set up, predicting

hadrons with c-content. In 1975 the c quark was finally found with the discovery of
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Figure 2.1: SU(4) multiplets of baryons made of u, d, s, and c quarks. The 20-plet

with an SU(3) octet (Left). The 20-plet with an SU(3) decuplet (right). Both from

PDG2007.

the J/Ψ, consisting of cc.

It turned out that while u, d and s have a rather similar mass of around 100MeV,

the c quark is much heavier (around 1000 MeV). Consequently the symmetric be-

havior is less good when the c-quarks are included. On the other hand a larger mass

results in a smaller binding distance, which can also be treated as an advantage: the

c is already heavy enough for first perturbative methods of QCD to be applicable

again, here in the framework of Heavy Quark Effective Theories, HQET.

While the knowledge about charmed mesons (qq) is rather sound, most charmed

baryons (qqq) are still experimentally challenging objects: masses, lifetimes and

decay widths still have rather large errors. In contrast to the singly charmed baryons,

for which all ground states have at least been observed, basically nothing is known

about doubly charmed baryons. Just recently the first observation of Ξ+
cc (ccd)

is reported in [48], showing a lifetime significantly shorter than the predictions of

100 and 500 fs. The charmed and doubly charmed baryons opened a new field of

investigation [47].

The requirements for the setup are severe. Some optimizations have already

been developed (e.g. the so-called online filter software package as of 2003, RICH-

I detector upgrade and its front-end electronics design, namely the CMAD as of
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Figure 2.2: Compass physics interest summary.
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2007, reported in this thesis). Doubly charmed baryons were therefore on the list of

long-range plans after 2006.

Considering the above discussion which tries to provide some insight to com-

prehensive goals of COMPASS physics programs, Fig. 2.2 summarizes the physics

overview in the form of a mind map.

2.2 Description of the Apparatus

The setup, seen in Fig. 2.3, consists of two spectrometers, one for small angle

and one for large angle particles, giving a wide angular acceptance for all mea-

surements. Each spectrometer performs full particle identification using one Ring

Imaging Cherenkov counter (RICH), electromagnetic and hadronic calorimetry and

muon detection. A high momentum resolution is obtained by using highly precise

tracking with silicon detectors, gaseous strip detectors and drift tubes. The mea-

surements are performed with high intensity beams allowing to collect the needed

statistics.

The beam hits a solid state target. The spectrometer is composed of different

detectors placed along the beam, which enables the reconstruction of the tracks

and the momenta of the interaction products for particle identification. COMPASS

setup is approximately 60 m long and divided into two stages positioned behind

each other. The first stage is designed to detect particles emitted at low momenta

(5-50 GeV) and at large angles and it is therefore called Large Angle Spectrometer

(LAS). Detectors with high interaction length (calorimeters and muon wall) have a

hole in the middle to allow the high momentum particles to pass undisturbed. These

particles are detected in the Small Angle Spectrometer (SAS) that detects particles

with momentum from 30 to 100 GeV.

In the subsequent sections the different components comprising the spectrometer

are described.
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Figure 2.3: COMPASS detector setup [5] in 2006.
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2.2.1 Polarized Beam

COMPASS is installed in the experimental hall EHN2 of the CERN North Area.

The experiment is served by the M2 beam line which can provide both muon and

hadron beams. The line can provide also an electron beam which can be used for

test purposes.

The extraction line is shown in Fig. 2.4. A 400 GeV/c primary proton beam is

extracted from the SPS and is directed towards the primary target T6. The proton

intensity on the target varies between 1012 and 1013 protons per SPS cycle. From

the T6 target a secondary beam is derived. In case of the muon beam, the tertiary

muons arise from pion and kaon decays. A beryllium absorber stops the hadrons

in the beam. In the case a hadron beam is required, the absorbers are removed

and the secondary particles are directly transported to the COMPASS target; in

this case Cherenkov detectors (CEDAR) are installed in the beam line to perform

particle identification. The beam is focused via a set of dipole and quadrupole

magnets. The muon polarization is obtained by selecting a certain energy range via

the bending magnets. Due to the spill structure of the proton beam to the SPS,

the flux of muons is not continuous but concentrated in 4.8 ns (extraction at the

SPS) followed by 12 ns when no beam is delivered, for a total of 16.8 ns cycle. The

characteristics [24] of the beam for both muon and hadron programs are shown in

Table 2.1.

Figure 2.4: The M2 beam line [5].
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Table 2.1: Characteristics of the beam for the muon and the hadron programs.

Muon Program Hadron Program

Particles µ+ π, k, p

Energy (GeV/c) 60 − 160 100-300

Intensity (particle/spill) 2 · 108 108

Beam size on targets (RMS in cm) 0.8 0.3 - 0.5

2.2.2 The Spectrometer

Due to time and manpower constraints, COMPASS has been upgraded gradually

as the physics program advances in time (e.g. RICH-II was not in the initial setup

and RICH-I used initially was upgraded for the second phase of the experiment in

2007). Following sections will provide a brief overview of experimental components

which are not necessarily in an explicit form.

Targets

COMPASS uses both muon and hadron beams that can address different physical

problems. In order to pass from one program to the other, the spectrometer setup

must be slightly modified. The most important difference lies in the target.

The target for the muon program is made of two cylindrical rods of 6LiD of 1.5

cm radius and 60 cm length separated by 10 cm. The two cells are polarized via

Dynamic Nuclear Polarization (DNP) at a temperature of 0.5 K and in a magnetic

field of 2.5 T. According to the physical problem to be investigated, the cells can

be longitudinally or transversely polarized with respect to the beam direction. The

two cells have opposite directions of polarization with respect to each other to avoid

systematic errors in the offline reconstruction; for the same reason the polarization

of the cells is inverted every 8 hours. Because of technical problems, the COMPASS

solenoid magnet has not been completed in time. This fact forced the SMC target

magnet, which has a lower acceptance with respect to the COMPASS magnet (±70

mrad instead of ±160 mrad), to be reactivated. A polarization of 55% was achieved

in the 2003 data run.

A different target will be used in the hadron program: the Primakoff and charm
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programs require a thin (2-3 mm) solid high-Z target. A precision vertex recon-

struction is obtained with 3 or more silicon stations installed downstream. For the

Primakoff program an additional veto box (a barrel of scintillators placed around

the target) allows undesired events, where hadronic fragments are produced, to be

vetoed. For the diffractive and central production programs a liquid hydrogen target

is used. A recoil detector made of layers of scintillators will be installed around the

target. The detector is needed to identify the recoil proton.

Magnets

COMPASS uses conventional dipole magnets to reconstruct the particle momenta.

Tracking detectors placed up and downstream of the magnets, permit the recon-

struction of the deflected tracks. By knowing the properties of the magnetic field it

is possible to extract the momentum of the particles. The first magnet SM1 has a

central gap of 110x153x172 cm3; for the hadron program the height of the gap will

be reduced from 172 to 82 cm. SM1 has a integrated field on 1 Tm at 2500 A. The

second magnet SM2 has a gap of 400x200x100 cm3 and a maximum integrated field

of 5.2 Tm. During the 2003 run it was operated at 4.4 Tm at 4000 A.

Tracking

COMPASS uses different tracking detectors along the entire spectrometer. They

can be divided into three classes depending on their sizes: VSAT (Very Small Area

Tracker); SAT (Small Area Tracker) and LAT (Large Area Tracker).

VSAT : For the region upstream of the target and for the area in proximity to the

scattered beam, where the particle density is high, detectors with high spatial reso-

lution and small size are used. There are two different types of Scintillating Fibers

Stations (SCIFI-J and SCIFI-G), that additionally have excellent time resolution of

400 ps and are used to assign the correct time to the event. The silicon detectors

(SI) are used in the muon setup only upstream of the target for beam reconstruc-

tion. Instead, for the hadron setup, more detectors are foreseen downstream of the

interaction point to improve the vertex reconstruction.

SAT : The SATs have a larger active area compared to the VSAT. The SATs are
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Micro-Megas (MM) [28] and GEM [29] detectors: they are both gaseous detectors

with innovative systems for the charge amplification stage (a metallic micro-mesh

and a perforated copper-clad polymer foil, respectively). The central part of the de-

tectors, where the beam passes through, is usually dis-activated to avoid discharges

in the gas due to the high intensity.

LAT : The outermost area with respect to the beam direction, where the intensity

is low and high resolution is not required, is covered by the LAT. Conventional

Drift Chambers (DC and W45), Multi Wire Proportional Chambers (MWPC) which

are replaced by fast Photo Multiplier Tubes (PMT) for the second phase of the

experiment in 2007 and Straw chambers are used.

Usually three detectors, one per type, are mounted close to each other, centered

along the beam direction. This nested configuration is particularly efficient, since

a large area is covered to maximize the tracking efficiency whereas different spatial

resolutions in regions with different intensity minimizes the occupancy.

Particle Identification

In order to distinguish between pions, protons and kaons, COMPASS uses RICH

detectors. A RICH detector measures the velocity of particles via their Cherenkov

emission angle at their passage through the radiator material. Its purpose is to

separate µ, p and K with momenta up to 120 GeV/c. The photons are detected via

PMTs with segmented fast photo-cathodes.

The energies of all particles, except the muons and neutrinos, are measured by

the calorimeters, where they are absorbed and deposit all their energy. Due to the

high density of the material in the calorimeter, the particle creates a shower that

allows to reconstruct the position of the incident particle. Calorimeters are also the

only detectors in COMPASS which are sensitive to neutral particles. Each stage

is equipped with electronic and hadronic calorimeters, installed downstream of the

RICH. The electronic calorimeters ECAL-1 and ECAL-2 are made out of lead glass

blocks from the former experiment GAMS. The hadronic calorimeters HCAL-1 and

HCAL-2 have a similar structure, consisting of sandwiches of scintillators and iron

plates. The information from HCAL-1 and HCAL-2 are also used in the formation
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of the trigger. The high penetration capability of high energy muons is used to

identify them in the muon wall detectors MW1 and MW2. A particle is identified

as a muon if detected in both layers of tracking detectors upstream and downstream

an iron block of 1 m.

Trigger

The trigger initiates the data acquisition. A trigger is identified via the geomet-

rical properties of the scattering muon track and of the energy deposited by the

produced hadrons in HCAL-1 and HCAL-2. The muon track is reconstructed with

dedicated scintillator hodoscopes placed all along the experiment. A different trigger

Figure 2.5: Simplified COMPASS DAQ architecture.
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calibration allows quasi real photon events (Q2 < 1GeV 2) and inclusive deep inelas-

tic scattering events (Q2 > 1GeV 2) to be distinguished. For the hadron program,

additional information from the electronic calorimeters will be used in the trigger.

In the DAQ architecture, seen in Fig. 2.5, the data from the detectors are first

collected from the detector front-ends (e.g. CMAD ASIC in case of RICH-I of

the second phase), then transmitted to the DAQ computers via data transmission

ASICs, where they are combined into an event block and transferred to the central

data recording.

2.2.3 RICH Detection Principle

One of the key components of the experimental apparatus is a ring imaging Cherenkov

(RICH) detector, used to perform particle identification by measurement of their

velocity. From a known momentum of a detected particle, measured in another

detector, it is possible to extract information about the mass of the particle. It is

important to understand that the RICH sub-detector is a part of the complex sys-

tem and can not perform particle identification without the information provided

by the tracking sub-detectors.

The measurement of a charged particle velocity is based on Cherenkov effect: a

charged particle traveling in a dielectric medium (with an index of n) faster than

the speed of light in that medium, i.e. vp > c/n, causes polarization of the medium

atoms. Polarized atoms, then emit Cherenkov radiation, which creates conical wave

fronts with vertex angle θ because of interference, see Fig. 2.6.

A common analogy is the sonic boom of a supersonic aircraft. The sound waves

generated by the supersonic body do not move fast enough to get out of the way of

the body itself. Therefore, the waves stack up and form a shock front. Similarly,

a speed boat generates a large bow shock because it travels faster than waves can

move on the surface of the water. In the same way, a charged particle generates

a photonic shock-wave as it travels through the insulator faster than the speed of

light in that medium [40]. The angle θ is given by

cos(θ) =
c

Vpn(λ)
(2.2)
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where Vp is the velocity of the particle and n is the dielectric constant of the medium

which is a function of the wave length, λ, of the emitted radiation. The angle, θ, can

have values between 0 and at maximum arccos(1/n). The intensity and spectrum

of the radiation is given by the Frank-Tamm relation

dNph

dE
=

α

~c
z2Lsin2(θ) (2.3)

where the number of emitted photons is a function of the charge z of the particle,

Cherenkov radiator length L and the angle θ as given by Eq. 2.2 is given as:

N = N0z
2Lsin2(θ) (2.4)

N0 is proportional to 1/λ2 and is the detector response parameter. Its dependence

on wavelength of the emitted radiation λ is shown in Fig. 2.7. Number of emitted

photons increases with their energy. N0 is expressed in following formula

N0 =
( α

~c

)

ε∆E (2.5)

where:

ε∆E =

∫

(QRT )dE (2.6)

Here ε is the energy average of detector efficiencies (Q is quantum, T is transmission

and R is mirror reflectivity) over the energy bandwidth ∆E. As the charged particle

passes the radiator medium, Cherenkov conical wave-fronts are emitted along the

whole trajectory of the particle inside the radiator.

In the most cases, the Cherenkov ring-image is formed from conical wave-fronts

in focal plane of a focusing mirror (see Fig. 2.8) and photons are detected by

high sensitive photo-detectors. In the case of a spherical mirror, the radius of the

Cherenkov ring-image rc,im is given by

rc,im =
Rtan(θ)

2
(2.7)

where R is the radius of curvature of the mirror.

Particle identification is limited by the resolution of the Cherenkov angle mea-

surement. The minimum difference in Cherenkov angle ∆θm1,m2 necessary for sep-

aration of two particles with masses m1 and m2 and at momentum p with number
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Vp/c < 1/n
Vp/c > 1/n

theta

Figure 2.6: Huygens principle applied on wave-fronts emitted due to a charged

particle traveling at low velocity (left), faster than light (right). From Eq. 2.2.

of sigmas nσ is given by:

∆θm1,m2 =
(m2

2 − m2
1)

2nσ

√
N0L

p2
(2.8)

The required resolution ∆β/β is then:

(

∆β

β

)

m1,m2

=
m2

2 − m2
1

2p2
(2.9)

For a given Cherenkov angle θ, a single photon resolution σθ and a number of

detected photons N, two particles can be separated with nσ sigmas if their momenta

are:

Pm1,m2
≤ 1√

nσ

√

(m2
2 − m2

1)
√

N

2tan(θ)σθ

(2.10)
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Figure 2.7: Number of Cherenkov photons as a function of their wavelengths [18].

Figure 2.8: RICH detection principle (left) and an on-line data quality monitoring

tool [19] [44] displaying an actual Cherenkov ring acquired within a test beam at

CERN (right).
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Chapter 3

Design of CMAD

In nuclear and HEP experiments, physical interface between detector and read-out

system is established by the front-end chip which is usually an ASIC. FE chips are

the first in seeing the electronic outcome of the actual detection. They perform the

first processing of the electric signal generated by the particle.

This chapter starts with presenting the architecture of the current ASIC, the

MAD-4, and associated limitations which motivated its replacement. Afterwards

the architecture of a new FE ASIC, the CMAD, developed for the RICH-I detector

system of COMPASS experiment is described. The first order calculations, the high

level behavioral model, the device level implementation and relevant simulation

results will be presented.

3.1 Architecture of the MAD-4

MAD-4 has been developed to meet the front-end electronic needs of CMS 1 barrel

muon chambers [58]. It was adopted for reading out the existing RICH-I detector

system of COMPASS experiment.

The task of the ASIC was to amplify signals picked up by chamber wires in CMS

and by MWPCs2 in COMPASS, compare them against an external threshold and

transmit the results to the acquisition electronics.

1CMS (Compact Muon Solenoid) is one of the main experiments on LHC.
2MWPC stands for Multi-Wire Proportional Chamber.
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Figure 3.1: Architecture of the MAD-4.

The chip, built using 0.8µm BiCMOS technology, provides 4 identical chains

of amplification, discrimination and cable driving circuitry. It integrates a flexible

channel enabling/disabling feature and a temperature probe for monitoring pur-

poses.

The working conditions of the detector set requirements for high sensitivity and

speed combined with low noise and little power consumption. As a fundamental

requirement for a front-end, as low threshold value as possible should be set to

improve efficiency and time resolution. A good uniformity of amplification between

channels of different chips and very low offset for the whole chain are also needed.

Fig. 3.1 shows the full chip architecture. Four identical analog chains are made

of a charge preamplifier followed by a simple shaper with baseline restorer, whose

output is compared against an external threshold by a latched discriminator; the

output pulses are then stretched by a programmable one-shot and sent to an output
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stage able to drive long twisted pair cables with LVDS compatible levels. Control

and monitoring features have been included in the chip: to mask noisy wires, each

channel can be disabled at the shaper input resulting in little crosstalk to neighbors.

An absolute temperature probe has been integrated in order to detect electronics

failures and monitor environmental changes.

Two separate power supplies (5V and 2.5V) are used in order to reduce power

drain and minimize interference between input and output sections. The layout and

routing are particularly taken care and many pins have been reserved for power,

input ground and analog ground.

To prevent latch-up events and improve crosstalk performance, guard ring struc-

tures are largely used to isolate sensitive stages like the charge preamplifier or com-

plementary MOS devices.

3.1.1 Motivations for the Upgrade

MAD-4, adopted for the read-out of RICH-I sub-detector system of COMPASS ex-

periment, has been used successfully for years. However, considering the upgrade of

RICH-I [57] for the second-phase of the experiment, it has the following limitations:

1. Since it has been adopted from another system, particularly the front-end

stage is not optimized for RICH-I of COMPASS leading to relatively a high

level of input-referred noise. This prevents setting thresholds lower than a

certain limit, degrading the performance especially in case of the new system.

2. The threshold is externally and globally set within a chip, thus all the channels

on the die are set to the same threshold value. This leads to the need for an ex-

ternal circuitry to generate the threshold and a degraded channel-equalization

functionality because channel thresholds are not independently adjusted.

3. The processing speed of a single channel can not sustain 5 MHz rate required

by the new setup.

The above limitations mostly originate from the state of the technologies used at

the time of the system development and they motivate the design of a new front-end

ASIC as detailed in this chapter.
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Figure 3.2: Binary read-out architecture of a single channel in the CMAD.

3.2 Design of the CMAD

In order to improve the reconstruction efficiency of the RICH-I, an upgrade is under

development [57]. The experience gained with the first physics runs has shown that

a trigger rate of 100 kHz and a single channel rate of 5 MHz should be sustained

in order to reach optimal performance. These tight requirements can be achieved

by detecting the photons produced in the sensitive volume by photomultiplier tubes

equipped with fast read-out electronics. The granularity of the system demands the

use of compact multi-anode photo-multiplier tubes (MPTs). The increased event

rate that the system has to cope with is one of the main reasons which motivated

the development of a new front-end ASIC, the CMAD, presented in this section.

Fabricated in a commercially available 0.35 µm CMOS technology, the chip performs

binary read-out of the MPT signals.

3.2.1 Architecture

Fig. 3.2 shows the architecture of a single channel. Each processing channel features

a low-noise trans-impedance amplifier followed by a shaper with 10 ns peaking time,

a baseline holder (BLH), a comparator, a programmable one-shot to maintain the

backward compatibility with the existing read-out system [59] and an LVDS driver.

The gain of each channel, which was fixed to 4mV/fC in MAD-4, is now pro-

grammable. Two modes are available. In the low gain mode, the gain can be

adjusted from 0.4 mV/fC to 1.2 mV/fC with an average step of 0.1mV/fC. In

the high gain mode, the gain can be programmed from 1.6mV/fC to 4.8mV/fC.
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Figure 3.3: Charge sensitive amplifier, CSA.

This tunability allows to compensate at least partially for the channel-to-channel

gain variation of the MPTs. Additionally, the threshold of each comparator can be

adjusted on a channel by channel basis via a local 10-bit digital-to-analog converter

(D/A). The gain of the front-end and the D/A codes are programmed using a digital

control unit and the I2C standard.

The Charge Sensitive Amplifier (CSA) used as the first element of the chain is

shown in Fig. 3.3. It consists of a cascode amplifier with a capacitive feedback, Cf ,

a voltage buffer, B, and a resistive feedback, Rf , as resetting device. The voltage

buffer, B, is placed so to overcome the problem of open loop low frequency voltage

gain drop due to the loading effect of Rf . The voltage buffer also allows for avoiding

a direct coupling between Cf and a possible input capacitance of the following stages.

The fast shaper shown in Fig. 3.4 is based on a class AB3 operational ampli-

fier [84] around which two feedback networks are implemented. A fast path (shaper)

performs high frequency filtering while a slow baseline holder (BLH) feedback pro-

vides the AC coupling with the previous stage and guarantees baseline stabiliza-

tion [68].

A fast unity gain buffer with limited slew rate is used in the baseline control

loop. Fast signals at the output of the shaper are clipped before arriving at the

trans-conductor stage denoted as Gm. The baseline stabilization circuit or baseline

3Amplifier circuits are classified as A, B, AB and C for analog designs, and class D and E for

switching designs. For the analog classes, each class defines what proportion of the input signal

cycle is used to switch on the amplifying device
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Figure 3.4: Architecture of the shaper with BLH.

holder (BLH) is designed to reduce the baseline shift to less than 3 mV for output

pulses with a 3 V amplitude at 10 MHz rate.

As seen in Fig. 3.2, the first stage (CSA) drives the second one (shaper) with a

current signal through an adjustable resistive connection. The value of this resistor

can be programmed in order to allow for an additional tuning of the gain by a factor

of four. According to the analytical model in [40] developed for the first two stages

of the channel, ignoring the feedback resistor Rf and voltage buffer B, the input

integrator has a transfer function of the form

Vout

Iin

(s) =
A

s(Cd + Cf ) + sACf

(3.1)

where A is the gain of the preamplifier used in CSA. Following a reasonable assump-

tion of A >> (Cd + Cf )/Cf yields

Vout(s) =
1

Cf

Iin(s)

s
(3.2)

where Iin is the current generated by the ideal current source within the detector

model representing a particle passage, therefore the inverse Laplace transform gives

the approximate time domain output of CSA as

Vout(t) =
Q(t)

Cf

(3.3)

confirming that the stage is an integrator. A similar simplification can be followed to

achieve the transfer function of the shaper with BLH. The Gm block has a frequency
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dependent transfer function f(s). Ignoring the slew rate limited buffer and reverse

transfer functions, the forward transfer functions of the second stage are

Tlow(s) =
1

f(s)
and Thigh(s) = Tsh(s) (3.4)

where Tlow(s) and Thigh(s) are the transfer functions of the second stage at low

and high frequencies and Tsh(s) is the transfer function of the shaper without BLH

feedback. f(s) is low pass, so the first transfer function in Eq. 3.4 is a high pass

filter. Gm stage has a narrow bandwidth such that the fast input signals can pass

through the whole block without being affected. However, as a consequence of high-

pass filtering behavior of the Gm stage, a base line shift has to be expected when the

input rate increases. For that reason, a slew rate limited non-linear buffer (SRLB) is

inserted before the Gm stage. This block dynamically clips the pulses to be processed

by Gm block and reduces the area of large and fast signals significantly, preventing

low frequency base line fluctuations. The transfer function of the front-end circuit

(CSA+Shaper) is achieved as

T (s) =
TCSA(s)TSH(s)

R1or2

(3.5)

on which a detailed analysis and behavioral simulation results are presented in [40].

The peaking time at the output of the shaper is 10 ns. The system is designed to

cope with a rate in excess of 5 MHz/Ch. After the comparator, the output pulses

are stretched by a programmable one-shot to maintain backward compatibility with

the existing read-out system and sent to an output stage capable of driving long

twisted pair cables with LVDS compatible levels (Fig. 3.2).

An important issue associated to the operation of the shaper with the BLH

relates to the selection of its reference level, namely Vref OTA. The DC input of the

shaper, denoted as ins in Fig. 3.4, is nominally maintained at a certain level via

adjusting its reference, Vref OTA, while the DC output of the preamplifier is equal

to the Vgs of the input device, e.g. around 0.6 V. If the two voltages across the

resistor R (driving the signal into the second stage in Fig. 3.4) differ, there would

be a current flow accordingly. This additional current must be compensated by the

Gm block. The fact that the Gm stage can only sink current but can not inject it,

imposes a limitation on the value of Vref OTA.
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Gm stage should always experience the condition in which it is supposed to sink

a compensation current. Therefore in case Vref OTA, or equivalently the DC level of

the shaper input (denoted as ins in Fig. 3.4) is set too high, then the Gm stage could

need to inject current to the input of the shaper, for which it is not designed. This

would cause the Gm block to shutdown, leading to breaking of the AC-coupling and

establishing a DC-coupling between the CSA and the shaper. The practical effect

is the removal of the BLH from the channel, which means signal processing failure.

Additionally if Vref OTA is set too low, this time the Gm block can continue operating

but it would need to sink relatively a large amount of current, resulting in a noisy

operation. The consideration suggests that, for the reference voltage Vref OTA, there

is an upper limit above which the channel can not function properly at all and a

lower limit below which the channel noise is un-acceptable.

Concluding the above discussion, Vref OTA should be set properly in between the

two limits accordingly to provide the Gm function enough margin. In CMAD the

references Vref OTA and Vref BLR, together with the threshold of the comparator are

controlled independently to provide the flexibility guaranteeing proper functioning

of the channel.

To arrive at the point of the above discussion more quantitatively, let us consider

the two possible conditions where Vref OTA is set too low and too high. Ignoring

SRLB for simplicity, the Gm block can be thought of an opamp controlling the gate

of an nMOS transistor, T1, as depicted in Fig. 3.5. Functional components are

enclosed with red dashed-squares and the important nodes and currents are shown

in blue.

Let us assume the reference is set to a certain voltage, Vref OTA = Vota. Ignoring

the offset of the shaper core amplifier, the node c will have the same value of Vota,

leading to a potential difference of VR = Vb − Vota across the resistor, R. A current,

Ir = VR/R, would flow through R. Input of the shaper (c) is the gate of the input

transistor of its first stage. Therefore Ir can flow either fully through Rsh, thus

Ir = Ish raising the node d up or fully through the transistor, T1, or it can use both

of the paths as in the nominal condition. The current which flows through T1 is

treated as the compensation current provided by the Gm block. It should be noted
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Figure 3.5: Example configuration for the FE.

that there is no DC current path back into the CSA and this is the reason the DC

level of the CSA input is said to be equal to the Vgs of the input transistor.

For the exercise, it will be assumed that the Vref BLR, thus the node d (Vout SHP ),

is set to 2.7 V. This is the requested baseline while the DC level of CSA input is at

Va = Vb = 0.6 V (Vin). The nominal Vdd of the technology is 3.3 V. In the exercise,

we will first assume a too low voltage level for Vref OTA, thus the node c, and the

opposite case where Vref OTA will be chosen to be too high. Then for these two

conditions, the behavior of the circuit of Fig. 3.5 will be examined.

Firstly assuming a Vota lower than Vb = Va = 0.6 V , e.g. 0.3 V, the current

denoted as Ir = 0.6−0.3
1000

= 300µA flows into the shaper. For the node d to stay at

2.7 V, the current which should flow through Rsh is Ish = 2.7−0.6
20000

= 105µA. To keep

Vd at 2.7, the additional current of Igm = 300− 105 = 195µA must be compensated

by the transistor, T1. If Igm is this big, assuming T1 is able to sink this amount of

current, then the operation is successful but is expected to be noisy. Therefore the

potential difference of Vb − Vc should not be big.

On the other hand, assuming a Vota higher than Vb = Va = 0.6 V , e.g. 0.8 V,

the current denoted as Ir = 0.6−0.8
1000

= −200µA flows back from the shaper, through

Rsh. This would pull the node d up. In this case, T1 shuts down since there is no

additional current it can sink to regulate the baseline. Moreover it can not inject
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current. As a result, Vd = 0.6 + 200 · 20000 = 4.6V is expected, thus the output of

the shaper will saturate at 3.3 V as being the Vdd of the circuit. This is interpreted

as the removal of the BLH feed-back, thus the baseline at the output of the shaper

is not anymore regulated.

3.2.2 Transistor Level Implementation

The function of the channel architecture thus far presented could also be achieved by

establishing the ac-coupling in a lumped capacitive manner as seen in Fig. 3.6. The

capacitor C ac-couples the two stages obviating the need for SRLB. However, this

capacitor together with the parasitic impedance at the input of the shaper, denoted

as Z, would form a C − R filter. In this case the unipolar pulses at the output

stage of the CSA would be converted to bipolar pulses whose tail lengths depend

on the parasitic time constant at the input node of the shaper. If the channel

input frequency is low enough, then this simple lumped coupling would perform

well. However considering the required processing speed of more than 5MHz/Ch,

pulses begin to pile-up over the tail of each other leading to baseline shifts. This

lumped ac-coupling approach requires also a bigger die area, taking the behavioral

model [40] and the typical values of C into account. Therefore the CMAD employs

a more involved active ac-coupling approach which turns out to be better for high

integration.

This subsection will briefly present the transistor level implementation details of

the building blocks the CMAD employs.
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Figure 3.6: Lumped ac-coupling between the first two stages.
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Charge Sensitive Amplifier

The first stage of the channel is seen in Fig. 3.7. The CSA starts at a cascode

amplifier (M1, M2) with a p-channel MOS cascode current-mirror load (M3, M4).

This amplifier, together with the voltage buffer M9, can be thought of as the ba-

sic amplifier involved in the feedback loop whose feedback network consists of the

resistor Rf and the capacitor Cf.

The cascode configuration is made up of a common-source amplifier stage fol-

lowed by a common-gate stage and is widely used because it increases the amplifier

output resistance and improves its frequency behavior with respect to a single-

transistor amplifier stage. Cascode connection allows us to achieve, from a small-

signal standpoint, a very high load resistance. This is represented by the output

resistance of the current mirror in parallel with the output resistance of the block

consisting of M1 and M2. Hence it is apparent that M2 performs the function of

increasing the output resistance of this block with the only purpose of avoiding the

state that it becomes significantly lower than that of the current mirror. In fact the

parallel combination of two resistors results in a resistor whose value is always lower

than the smaller value of the two resistors. Furthermore, cascading M1 provides only

a small decrease in the trans-conductance of the basic amplifier as shown in [40].

An additive biasing current branch consisting of the p-channel MOS cascode

current-mirror (M6, M7, M8) causes an additional bias current of IREF2 to flow

through M1 only, to increase its small-signal trans-conductance4 without decreasing

the output resistances of M2, M3 and M45. Such a decrease would occur if one

simply increased IREF1.

The transistor M6, which acts as cascode for M7, is added in order to increase

the output resistance of the simple current mirror (M7, M8) such that this resistance

does not decrease the output resistance of M1 with which it is in parallel.

Finally, the transistor M9 together with its active load M10 is used in the

common-drain configuration and acts as a voltage buffer, B in Fig. 3.3.

4which is directly proportional to its bias current since M1 operates in weak inversion
5which are, on the other hand, inversely proportional to the bias current
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Figure 3.7: Transistor level implementation of the first stage, CSA.
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Slew Rate Limited Non-Linear Buffer

At an output stage, the maximum rate at which the load capacitance, CL, can be

charged by a current, I, is called the slew rate, SR, and is given by:

SR =
I

CL

=
dV

dt
(3.6)

Fig. 3.8 shows the transistor level implementation of the circuit. An nMOS

source-coupled pair with a pMOS current-mirror load implements the differential

input stage of the buffer whereas a common-drain configuration (source follower)

consisting of an nMOS with an nMOS current-mirror load realizes the single-ended

output stage. The capacitive load CL is connected between the source of M7 and

ground. The source follower is used to drive this capacitive load due to its intrinsic

feature of providing the asymmetrical slew-rate limitation analyzed in [40]. On the

other hand the pMOS current mirror consisting of transistors M8, M9 performs the

function of limiting the current that M7 would be able to pull down for charging

the output capacitor. Unity-gain negative feedback is provided by connecting the

inverting terminal of the input differential pair to the output of the circuit.

The source follower consisting of a pMOS with a pMOS current-mirror load

turns out to be particularly useful to overcome both the problem of the parasitic

feed-through and the problem of the maximum output swing. Concerning the output

swing, the dc output voltage of the circuit can even be set to 3V since the magnitude

of the gate-source voltage of M13 is approximately equal to the gate-source voltage

of M7 whereas the sign is opposite so that the source voltage of M4 is nearly equal

to the output voltage. As a result, the transistor M4 can still be biased in the

active region even if the dc output voltage is at 3 V. The source follower is able to

reduce the capacitive feed-through of the input signal avoiding the direct coupling

between the output capacitor CL and the intrinsic gate-source capacitances of the

input pair. Moreover the feed-through of the input signal now passes through the

source of M13 whose bias current can be freely set because it does not take part in

the slew-rate limitation process. Hence one can increase the bias current of M13 in

order to reduce its output resistance (r0 = 1/gm) to provide a low-resistance path

connecting the output node to ground.
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Figure 3.8: Transistor level implementation of the slew rate limited buffer, SRLB.
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Shaper Core Amplifier

The requirements for the shaper depends on the output characteristics of the pream-

plifier stage as follows. Preamplifier can have a characteristic output signal reaching

to its maximum value within a period of the order of 10ns. Moreover the shaper has

also an amplification function and must deliver high levels of signals. The large slew

rate at the output of the preamplifier which must also be followed by the shaper not

to affect the channel operation due to the so-called slew rate limitation problem, a

high output driving capability is required at the shaper stage.

In the shaper low noise, thus low quiescent current is also needed. This enables

the next stage, the comparator, to set lower thresholds, leading to an improved

front-end performance, therefore a high overall channel efficiency.

When it is desired to have a higher output current and still to have a low qui-

escent current, a current efficient class AB biasing at the output stage must be

incorporated [84]. Fig. 3.9 shows the simplified architecture employed. In this sim-

plified architecture, the input differential pair steers the current from one branch to

the other, in order to change the currents flowing through diode-connected transis-

tors, since the current flowing through the series of batteries is constant. This is

to bias the output transistors in class AB. What is represented as a floating series

of batteries tries to maintain the potential difference between gates of the output

transistors and can be implemented as a mesh of two head-to-toe connected pair of

n- and p-MOS devices [84] as seen in Fig. 3.9.
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Figure 3.9: Class AB biased OTA.
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Fig. 3.10 shows the transistor level implementation of the class AB OTA used

as the core amplifier of the shaper, adopted from [62]. The output stage formed

by M11 and M12, is feed-forward biased in class AB by a mesh of head-to-tail

connected transistors, M13 and M14 which are enclosed by the red dashed square

in the Fig. 3.10. The output stage is a push-pull configuration. At first sight, the

bias connections to the sources of M13 and M14 seem to lower the impedance at

the gates of the output transistors, M11 and M12. However, the drain connections

of M13 and M14 cancel the low source impedances by a positive feed-back loop for

current mirror driving voltages. They do not provide additional currents but just

switch the path through which the current flows, biasing the output transistors in

class AB.

The mesh is incorporated into the folded cascode with M21 through M24. This

has the important advantage that no additional bias currents have to be used for class

AB biasing. The offset and the noise of these extra bias currents would otherwise

have been added to the offset and the noise of the input stage.

To further reduce the offset and the noise contribution of the folded cascode

stage, the mirror connection is placed at the upper side instead of at the lower side.

This way, the currents in the folded cascodes are reduced by a factor of two with

respect to a general application where the mirror connection is usually placed at

the bottom side, as detailed in [84]. The specifications of the implemented shaper

of Fig. 3.10 is given in Table 3.1.

Table 3.1: Shaper performance

Peaking time 10-20 ns

Linear output swing 2.9 V

Nonlinearity 1.5 %

Slew rate @10 pF load 500 V/µs

Noise @10 pF capacitance 1450 e−

Power consumption 3.3mW
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Figure 3.10: Transistor level implementation of shaper core amplifier.
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Digital-to-Analog Converter

Up to here on the processing chain, the input charge which is generated by the

detector component is integrated and shaped while its baseline is preserved, therefore

the signal is ready to be compared against a locally generated threshold for a binary

decision to be made by the comparator stage. The reference for the comparator is

generated by a local 10-bits D/A6.

In the binary architecture given in Fig. 3.2, a global D/A can not be used since

each of the read-out channels needs its own comparator that operates independently

from the rest. This brings the necessity of a low power and small area D/A archi-

tecture, since it would be used for each read-out channel and thus more than once

per chip.

Conceptually, the simplest D/As use a binary-weighted architecture, where n-

binary weighted elements (current sources, resistors or capacitors) are combined

to provide an analog output (n = D/A resolution). Digital encoding circuits are

minimized, but the difference between the MSB and the LSB7 weights increase with

increasing resolution, making accurate element matching difficult.

Among others like Kelvin divider or segmented architectures, the R-2R, or ladder,

architecture relaxes component-matching requirements since only two component

values are required in a 2:1 ratio. The R-2R architecture can be configured as a

voltage- or current-mode D/A, together with different advantages and disadvantages.

A drawback of a current-mode R-2R architecture is the inversion introduced by

the opamp which usually exists as an output current-to-voltage converter. Another

disadvantage is the complicated stabilization of the opamp due to the fact that the

D/A output impedance varies with digital input code. Current mode operation also

results in higher glitch, since the switches connect directly to the output.

Advantage of voltage-mode R-2R configuration is that the output has constant

impedance, thus simplifying amplifier stabilization. Glitch generated by switch ca-

pacitance is also minimized. The drawback of voltage-mode R-2R configuration

6Another D/A which is identical to the one presented in this section is also used to set the

reference for the Gm stage within BLH block.
7MSB and LSB stand for most and least significant bit, respectively.
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is that the reference input impedance varies widely, so a low-impedance reference

must be used. Also, the switches operate from ground to Vref , restricting the allowed

range of the reference.

CMAD implementation employs Low Drop-Out regulators (LDOs) for setting

the reference voltage and bias current of the D/A together with some other blocks.

The technology used (0.35 µm) has relatively a high analog performance compared

to recent low feature size technologies, so the amplifier compensation is easily achiev-

able for the whole operation range. Relatively a high accuracy of matching is also

feasible with proper layout.

Performance of interest does not relate to high speed processing measures like

SFDR8 and IM9 distortion, thus integral and differential non-linearities (INL and

DNL) are of interest. Since different circuit architectures have different behaviors for

these two metrics, a topological comparison between different circuits is considered

useful making a better decision.

Figure 3.11: Binary weighted (left) and thermometer coded (right) architectures for

ideal comparison.

Fig. 3.11 shows an example of two different architectures for INL and DNL

comparison. For comparing binary weighted and thermometer coded architectures,

BWA and TCA respectively, a C++ code is developed in ROOT environment [82].

N being the number of bits, 2N unit current sources are created. The currents they

provide are acquired randomly from a Gaussian distribution with a sigma of 0.02

8SFDR stands for Spurious Free Dynamic Range.
9IM stands for Inter Modulation.
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separately for each unit current source. These sources are used to form both the

D/As in BWA and TCA.

In BWA, first 2N−1 unit current sources are summed to form the Most Significant

Bit (MSB), then similarly the sum of next 2N−2 unit sources are used as the next

bit to MSB and so on. In TCA, every increment in input digital code switches

an additional unit current source to the output, therefore it needs a binary-to-

thermometer coded converter to properly drive the unit current sources as both of

the architectures are seen in Fig. 3.11. Fig. 3.12 shows the simulation results.

Coherent with the theoretical expectations [83], even though INL variations of both

the architectures are almost identical and equal to
√

2Nσ = 32σ, TCA represents a

32 times (σ) better DNL behavior than BWA does (32σ).

An intuitive explanation to the above observed result would be the following:

in the case of MSB transitions of BWA, a big current is turned off while another

big current is turned on, leading to possibly a big difference, considering the fact

Figure 3.12: Comparison results for 10-bits BWA and TCA showing the INLs (left

column) and DNLs (right column) for both the architectures.
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Figure 3.13: 10-bits transistor-only R-2R architecture.

that both of the currents are formed by summing up individual contributions of unit

current sources. Sum of all the standard deviations of individual current sources also

contribute to the final result, leading to a more ambitious step difference. However

in case of a TCA architecture, every increment in digital word switches only a single

current source to the output, therefore standard deviation of only a single current

source contributes to the resulting step, leading to a better DNL behavior. High

performance hybrid D/As can be constructed by utilizing more than one architecture

for different bits to benefit from advantages associated with them. A similar analysis

has been detailed for an implementation of 10-bits segmented D/A in [83].

An important concern is also the output impedances driving the comparator,

namely the outputs of the shaper and the D/A. For proper functioning of the com-

parator input stage which is basically a differential pair, it is desired to equalize

these impedances. The shaper has a low output impedance, thus requiring the same

for the D/A.

Concerning the above discussion, transistor-only current-mode R-2R architec-

ture is a suitable solution as it is composed of only transistors that are compact

and that consume very low power. Fig. 3.13 and Fig. 3.14 show conceptually the

architecture of the small area-low power 10-bits D/A used for setting the threshold

of the comparator [85] and its layout, respectively. In such an architecture, transis-

December 17, 2007



3.2. Design of the CMAD 59

Figure 3.14: Layout (140x620µm2) of 10-bits transistor-only R-2R D/A where the

thick yellow layers on the top and on the bottom show the channel boundary.

tors in the ladder do not necessarily emulate identical resistor values but instead,

successful operation is based on linear current division principle [69]. The accuracy

of the division technique used is based on the characteristic I-V curve matching of

the two transistors but not on their linearity [73].

In Fig. 3.13, the output voltage, Vout, is dependent on the current flowing through

the feedback resistor, Rf , such that

Vout = −iTOT · Rf (3.7)

where iTOT is the sum of the currents selected by the digital input as:

iTOT =
N−1
∑

k=0

Dk · Vref

2 · R · 2N−k
(3.8)

Power consumption of the D/A in Fig. 3.13 is approximately 1.1 mW including

the opamp. A current mirror implementation with the same functionality and power

consumption would exhibit a much larger area. CMOST-only R-2R core operates

with a current ranging from 20 to 50 µA which is negligible compared to the one

consumed by the opamp.

An important practical issue in contrast to the case of the resistive ladder is that

the small-signal equivalent resistance seen between the drain and source terminals of

the MOSFETs is not identical throughout the ladder. This leads to a mismatch error

in current division and degrades the maximum resolution achievable. The transistor

length has a lower limit determined by the matching accuracy of the given technology

and the resolution that has to be reached. But there are more severe constraints
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Figure 3.15: The opamp used as the output current-to-voltage converter in the D/A.

in choosing the length. Even if the matching is perfect, the ladder will not deliver

perfectly binary weighted currents. The reason is as follows.

The ladder is a sequence of MOS transistors in parallel and in series. Although

the MOSFETs operate in the linear region, the relationship between the lateral

field and the carrier velocity is nonlinear, at least for the MOSFETs on the MSB

side which operate in the vicinity of the saturation region. Since the drain-source

voltages change throughout the ladder, the strength of this effect differs for every

MOS device in the ladder [73]. To keep the errors stemming from these effects small,

a large transistor length has to be chosen.

Another issue relating to the accuracy of the output voltage of the D/A is the

offset of the opamp. Fig. 3.15 and Fig. 3.16 show the implementation of the

D/A output opamp and its layout, respectively. Even though it is a basic two-

stage amplifier with no offset cancellation scheme, the inter-digitized layout is fairly

symmetric, leading to lower offset levels.

Seen in Fig. 3.13, the accuracy of the current division at LSB depends on a
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Figure 3.16: Layout (80x240µm2) of the opamp used as the output current-to-

voltage converter in the D/A.

requirement that both input voltage levels of the opamp are equal. In case there is

an offset between these two inputs, the ladder would have an unbalanced current

division chain resulting in a poor differential behavior. This error depends on the

digital word applied to the D/A converter and is thus signal dependent. This means

that distortion is added to the output signal. It can be shown that the error current

due to offset is bounded by [12]

|Voff |
4R

≤ ∆I ≤ |Voff |
R

(3.9)

where R is the equivalent resistance of the ladder and |Voff | is the absolute value of

the offset voltage of the operational amplifier.

Concluding the above discussion actually based on a set of MC10 simulations

performed on the transistor level implementation, the D/A represented in Fig. 3.13

turned out to be either sensitive dominantly to the mismatch between the current

divider transistors or to the offset of the output opamp. In practice, both of the

above effects degrade the D/A performance depending on the parametrization of

the devices forming the ladder and input stage of the opamp.

Apart from improving the opamp behavior via applying an error trimming scheme

or re-sizing the current divider transistors within the ladder, one can use different

Vref voltages setting the virtual ground of the circuit to find an optimum compro-

mise between the above stated issues. Vref sets the drain-source potential of the

10Monte Carlo.
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current dividers and change their resistances and the mismatches among each other.

Since a lower Vref would result in a larger Vgs of the current divider transistors, it

would help improving the mismatch distribution, however it also decreases their re-

sistances, thus making the ladder more sensitive to the offset of the opamp. On the

other hand, a higher Vref would degrade the mismatch between the current divider

transistors via lowering their overdrive voltage, but at the same time it increases

their resistance making the whole ladder less sensitive to the offset of the opamp.

As an alternative solution, the gate voltages of the transistors forming the current

dividers can be controlled in an independent manner to find an optimum. However

this brings the necessity that the D/A input logical levels must also be equal to that

value [73] for proper operation, complicating the overall circuitry.

Monte Carlo simulations are extensively performed both for mismatch-only and

process-and-mismatch to find the optimum biasing levels without any trimming. Fig.

3.17 shows, for complete input scanning, some worst case MC simulation results.

The MSB transitions, seen in the middle of the curves, can show jumps which can

be a few times the LSB. Therefore, MSB transition is identified as the region not

to be used for setting the threshold of the comparator. This does not impose any

difficulty in practice due to two reasons. Firstly the D/A will not be used for

dynamically change baseline or threshold on the fly, but it will be assigned a value

and remain the same during the operation. Secondly two different D/As, which are

identical, set both the baseline at the output of the shaper and the threshold of the

comparator. Therefore in operation, staying away from the MSB transition region

is easily achievable.

The MSB jump is actually expected from the ideal simulations performed for

comparing architectures. As seen in Fig. 3.12, in right-bottom sub-plot, the dif-

ferential non-linearity has a large jump in the middle corresponding to the MSB

transition. This is the result when no compensation scheme is applied in a binary-

weighted architecture.

The main concern, for the D/A operation, is the stability of the output levels as

they are going to generate references both for BLH of the shaper and for the thresh-

old of the comparator. Fig. 3.18 shows, as an example, one of the MC simulation
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Figure 3.17: MC full scan.
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Figure 3.18: MC simulation result for the MSB transition.
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results representing the variation of the output level. A standard deviation of 1.54

mV in step size and 3.53 mV in output step height shows what one must expect

from the actually fabricated chips. These values represent the worst-case condition

of the transition from 0111111111 to 1000000000 and are still within the noise level

of the channel operation. It must be noted that the MC simulation result in Fig.

3.18 shows that, with a very small possibility, the D/A can loose its monotonicity as

one out of 50 runs resulted in a negative step size. These MC results are dominantly

affected by the mismatches between the devices.

It should be noted that the worst-case corners are different than the worst-case

results selected from MC simulations. Especially the mismatch between the devices

has severe influence in MC whereas it does not in worst-case corners. This is because

in worst-case corners, the simulators assume the ”worst” or the ”best” parameter

sets identically for ”all” the devices at the same time. Thus all the devices have the

same set of parameters and therefore the effect of mismatch is not included in the

results. On the other hand in MC simulations, all the parameters of all the devices

are randomly extracted from related distributions, leading to a better representation

of mismatch between the devices. Some devices tend to be better according to

related distributions and some do the opposite, therefore running enough number of

MC simulations and isolating worst results leads to more realistic expectations for

worst-case scenarios.

For comparison, Fig. 3.19 shows the worst INL and DNL of the D/A imple-

mented. Even though the MSB region has the worst INL behavior which is associ-

Figure 3.19: Worst case INL and DNL in corner analysis.
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ated to the architecture, both INL and DNL are still acceptable, since INL is smaller

than one LSB and DNL is smaller than half the LSB. Therefore it is evident that

for the specific circuit, corner analysis result conflicts with the MC worst condition.

On-Chip Biasing

On-chip biasing is implemented via reference sources based on LDOs driven by band-

gap voltage sources, as seen in Fig. 3.20 and Fig. 3.21. Linear voltage regulators

use an active pass element (MP) to reduce the input voltage (Vdd) to the regulated

output voltage (Vout). Linear voltage regulators force a fixed voltage level to appear

at the output terminal [70]. In Fig. 3.20, assuming high enough opamp gain, the

output voltage is given by

VOUT = VREF · R1 + R2

R2

(3.10)

where VREF is the reference provided by the band-gap source.

The LDOs implemented for CMAD are optimized for sub-circuit requirements

and consume 0.9 mW from 3.3 V single source. Additional pads are also provided

for the flexibility of disabling the on-chip LDO reference to be able to apply external

sources. As an example, this is one of the ways that the LSB, thus the resolution of

the D/As can be adjusted for different user conditions.
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Figure 3.20: LDO voltage reference.

Fig. 3.22 and Fig. 3.23 show the implementation of the opamp-less band-gap

reference driving the LDOs and its layout, respectively. Band-gap voltage references
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Figure 3.21: Layout (260x140µm2) of LDO voltage reference.

combine the positive temperature coefficient (TC)11 of the thermal voltage with

the negative TC of the diode forward voltage (the band-gap energy, Eg, of silicon

decreases with increasing temperature) in a circuit to achieve a voltage reference

with an effectively zero TC. Once one has a temperature-independent voltage, it is

a simple matter, e.g. with the use of an opamp, to generate multiples of it. The

reference voltage output, seen in Fig. 3.22, is given as

Vout = VBE3 + 5VT ln(n) (3.11)

where VBE3 is the base-emitter potential difference of Q3, VT is the thermal voltage

and n (=33) is the area ratio between Q2 and Q1. The numerical value of 5 is specific

to the schematic and it is the ratio between the only two resistors. Band-gap in Fig.

3.22 consumes 93 µW from 3.3 V single source.

CMAD is a multi-channel ASIC which requires an identical biasing scheme. Fig.

11The temperature coefficient or TC is the relative change of a physical property when the

temperature is changed by 1 K. Positive and negative TC refer to the direction of change.
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Figure 3.22: Implemented opamp-less band-gap reference.

Figure 3.23: Layout (135x300µm2) of opamp-less band-gap reference.
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Figure 3.24: Implemented D/A biasing scheme.

Figure 3.25: Layout (120x320µm2) of D/A biasing scheme.
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Figure 3.26: Alternative D/A biasing scheme.
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3.24 and Fig. 3.25 show the architecture of current sink driving the D/A as an

example and its layout, respectively. Here, the only opamp adjusts the gate-source

potential differences of the transistors all together keeping the value of the current

flowing through them constant as

Ii =
VREF

R2

(3.12)

where VREF is the reference voltage provided by the LDO source. There are two

possible choices: having a single opamp-resistor couple and relying on transistor

matching, or alternatively multiplying the opamp-resistor couples and relying on

resistor matching which also comes with a bigger area as seen in Fig. 3.26.

Fig. 3.27 shows a MC simulation result for the circuit of Fig. 3.24 showing the

difference of the currents flowing through two different branches which are arbitrarily

selected. The D/A current of the branches is set to 25µA. The difference has a

standard deviation of 80nA and is approximately 500nA peak-to-peak as a result of

200 runs.

On the other hand, Fig. 3.28 shows a MC simulation result for the circuit of Fig.

3.26 showing the difference of the currents flowing through two different branches

which are arbitrarily selected. The D/A current of the branches is set to 25µA. The

difference has a standard deviation of 231nA and is approximately 1.5µA peak-to-

peak as a result of 200 runs.

As seen from the above MC simulations, relying on transistor matching results

in a narrower mismatch distribution motivating the current choice, depicted in Fig.

3.24.

A practical issue relates to the matching between the resistors in the current sink

biasing the D/As, namely R2 of Fig. 3.24 and the one used at the output of the D/A,

namely Rf of Fig. 3.13. Both the absolute values of these resistors are important

for the output DC level of the D/A. In case there is a process variation affecting the

absolute value of Rf , one would like also R2 to be affected accordingly so that the

ratio of Rf/R2 remains the same. This is because in case of a higher (lower) R2,

the current flowing through Rf would be lower (higher) resulting in a lower (higher)

D/A output. To compensate for this, Rf must also have an accordingly high (low)

value keeping the D/A output at its nominal level, since the variation is linear as
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Figure 3.27: MC simulation result showing the current difference distribution of two

arbitrary branches of Fig. 3.24; both process variations and device mismatches are

included.
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Figure 3.28: MC simulation result showing the current difference distribution of two

arbitrary branches of Fig. 3.26; both process variations and device mismatches are

included.
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I = V/R. Any mismatch between the two resistors would result in erroneous output

which must be minimized.

Comparator

Fig. 3.29 shows the implemented comparator stage applying the cut on the output

of the shaper. It consists of a series of the identical gain stages, denoted as G, and

the feed-back, H, establishing the hysteresis by unbalancing the steered current from

one branch to the other. The output buffer, B, is followed by the one-shot block,

not seen in the figure, which enables setting either a fixed length digital signal or

a variable one for the so called time-over-threshold capability. Time-over-threshold

is defined as the width of the discriminated signal above the threshold level, thus it

gives a first order estimate on the amount of charge left by the detected particle.
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Figure 3.29: Transistor level implementation of the comparator.
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Chapter 4

Test of The CMAD

This chapter briefly presents the CMAD prototypes together with the major modi-

fications made in successive fabrications. A summary of the relevant measurement

results which are coherent with the simulated behavior will be given for the pro-

duction version of the ASIC. An overall comparison to the existing FE system will

conclude the chapter.

4.1 Prototypes

In the framework of the project, 2 prototypes were fabricated before the production

version denoted as the CMAD throughout the text, namely CMADv1 and CMADv2.

The full functionality is reached gradually and the new abilities are introduced at

each prototyping cycle.

CMADv1 is the prototype to verify the basic front-end functionality. The gain

control and the D/A were not included in this chip.

In CMADv2 which is the second submission, program-ability to the gain of the

CSA is introduced. Full processing chain is put together in this prototype with a

single 10-bits D/A per channel to control the threshold voltage of which the actual

resolution is 8-bits. Two most significant bits of the D/A are moved together with

the baseline, so they do not contribute to the threshold resolution. The 8-bit D/A

used in the second submission does not have a direct output pad which makes it

impossible to measure the threshold directly. The only way to systematically test
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Figure 4.1: Additional grounding/monitoring lines.

the D/A functioning is the so-called threshold scanning which is a quite common

technique in nuclear and HEP experiments.

The production system is based on the experience gathered out of the previous

prototypes. The CMAD has two independent D/As with a dynamic range of 10-bits,

one controlling the threshold of the comparator and the other controlling the base-

line itself. This provides a more flexible operation. The D/A setting the threshold

of the comparator has a direct connection to an output pad for monitoring purposes.

A dedicated line connects the output of the D/A to an output pad enabling test-

ing, which is otherwise connected to ground establishing an additional in-between

grounding to decrease the cross-talk between successive channels as seen Fig. 4.1.

Thick squares on the left hand side of the figure represent the input pads where

only two channels are visible. The switches, denoted as Sg in the figure, control the

function of the line, either monitoring or additional grounding. This last prototype

is needed because of an offset problem between the channels as the details are given

in Chapter 7.
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Figure 4.2: Conceptual CMAD test setup.

4.2 Test Setup

Fig. 4.2 and Fig. 4.3 show the generic test concept used for the CMAD measure-

ments and the actual configuration, respectively. The setup, which has not been

changed much throughout the prototypes, consists of a stimuli provider which is

controlled by a fixed frequency trigger generator. It is realized either by a simple

electronic pulser or a PMT tube which is driven by an LED light source to imitate

the actual RICH operational environment. The generated stimuli are then sent to

the test board1 on which the CMAD resides. After the signal processing performed

by a single CMAD channel, the read-out system2 takes over and sends the data

which are ready at the output of the CMAD channel to a CAMAC controller via an

optical fiber3. Finally the data are monitored by an on-line monitoring application

to calculate related statistics.

4.3 Measurement Results

Measurements showed good agreement with simulation results. Gain and the output

pulse shape of the preamplifier is adjustable by controlling the values of capacitive

and resistive components in its feedback path. These component values can be set

1Horizontal card in Fig. 4.3
2Vertical card attached to the CMAD test board in Fig. 4.3
3Orange cable leaving the readout card at its right-top corner in Fig. 4.3.
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Figure 4.3: The CMAD test setup.

either independently or in a correlated manner in order to preserve the shape of the

output signal.

The measured gain of the preamplifier is a strong function of the resistor as seen

in Fig. 4.4. In order to keep the signal with the optimum shape, the capacitor should

be adjusted in such a way that the time constant remains the same. Capacitor value

has only a slight effect on the preamplifier gain. It is utilized to adjust the time

constant but not the gain itself. An increase in the binary code for resistor must be

accompanied by an increased capacitor code. Reverse logic is used internally in the

chip to preserve the direction of the digital code change maintaining the optimum

signal shape.

For test purposes in one of the channels of CMADv2 prototype, the output of

the shaper is not connected to the input of the comparator but to an output pad

to directly probe for linearity measurements of the preamplifier output which is

important for proper operation. Fig. 4.5 shows the measurement results. In the

upper plot, circles represent the normalized preamplifier output values and the solid

line is the linear fit. The non-linearity is less than 2%, as seen in the residual between
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Figure 4.4: Measurement results for adjustable gain of the preamplifier as a function

of R and C binary D/A converter inputs.
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Figure 4.5: Gain linearity of the preamplifier; the measurement and the linear fit

(upper plot) and the difference between fit and measurement.
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the data and the linear fit given in the bottom plot of Fig. 4.5.

After choosing an appropriate CSA gain and observing the sufficient linearity of

the front-end consisting of CSA, Shaper, and BLH system, one would be interested in

whether the threshold which is set by the user is correct. In the CMADv2 prototype,

the D/A driving one of the inputs of the comparator has no output pad for direct

probing, thus an indirect method is needed to test proper functioning of the D/A.

As a standard technique in this type of read-out chains, the so called threshold

scanning was performed to observe the correspondence between what is set and the

actual threshold. Therefore a noise figure can be calculated relating to the precision

of the overall binary processing chain. In a threshold scan measurement which is

especially suitable when the number of D/As is large enough as it is usually the case

for trackers and ring imaging type detectors, threshold of the comparator is set to

a certain value while maintaining a ”white” stimuli at the input. White stimuli is

actually a set of signals covering all the dynamic range of the processing chain, thus

the expected result is a plateau which starts just after the threshold that is set by

the user.

The rising and the falling edges of the plateau is assumed to approximate to the

sigmoid function given as

P (t) =
1

1 + e±t
(4.1)

which is a special case of the so called logistic function given as

P (t; a,m, n, τ) = a · 1 + met/τ

1 + net/τ
(4.2)

where a, m, n, and τ are real values. A logistic function or logistic curve models

the s-curve of growth of some set P. Fig. 4.6 shows the s-curve (upper plot) with

the terminology as applied to threshold scanning measurement and its derivative

(bottom plot). The initial stage of the growth is approximately exponential; then,

as saturation begins, the growth slows, and at maturity, it stops.

In the threshold scan measurement, the set denoted as P(t) is the number of

counts per input threshold value and the derivative of the growth is interpreted as

the noise of the overall system.

Ideally s-curve should have a step shape, i.e. the signal at the input of the
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Figure 4.6: S-curves (upper) and their derivative (bottom).

chain is either cut or is passed to the read-out system, depending on the threshold

value set and input signal pulse height. Thus the system is called a binary read-out

system, but the uncertainty or equally the noise of the channel causes the ideal

discrete situation to become a smooth transition. Therefore the derivative of the

rising and falling edges of the plateau is interpreted as the precision of the chain

(ideally delta function). The FWHM4 of the derivative is treated as the noise level

of the processing chain, depicted in the bottom of Fig. 4.6.

The test is performed as follows: constant input stimuli are applied and the

threshold is scanned starting from 0 to 1023 and the plateau is generated. Fig. 4.7

depicts the situation where both the expected plateau (upper) and its derivative are

plotted. The distance between the two centroids of Gaussian shaped derivatives is

expected to be equal to the input pulse height. The input pulses have known heights.

Together with the knowledge of the correspondence between the digital D/A input

code and the resulting threshold5, the distance between the two centroids can be

calculated. Therefore the noise of the overall processing chain can be evaluated for

different conditions.

4FWHM stands for full width at half maximum which is interpreted as the thickness of a

Gaussian distribution.
5This is also named granularity.
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Figure 4.7: Measurement of the channel noise.

Fig. 4.8 shows a single threshold scan measurement where the number of counts

is shown on the y axis and the threshold value is shown on the x axis. The first plot

shows the expected plateau starting just after the threshold value corresponding

to the digital word driving the D/A. The second plot shows the same distribution

without input stimuli and with a threshold very close to the baseline, thus having a

peak due to the noise. The last plot presents the measurement result acquired with

a photo-multiplier tube driven by an LED imitating Cherenkov radiation; there is

not a cut-signal-region, since the input signals (or stimuli) are larger then the largest

threshold value settable.

Fig. 4.9 shows, as an example, a threshold scan measurement to calculate the

Figure 4.8: A threshold scan measurement.
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Figure 4.9: Measured channel noise of a CMAD channel.
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Figure 4.10: Channel efficiency measurements both for the CMAD and the MAD-4

as a function of event rate.

channel noise. The measurement is performed with an LSB size or equivalently

a granularity of 0.5 mV/digit, at the D/A which sets the comparator threshold.

The smooth nature of input signal cutting is evident based on the plots on the

bottom (expected plateau). However the derivatives belonging to the rising and the

decaying regions differ as evident from the corresponding upper plots. According to

this specific measurement result, the noise of the channel (i.e. the ambiguity of the

binary decision made by the channel) is less than 5 mV or equivalently is less then

5 fC, considering the gain of the CSA stage.

Finally the last level of measurements relates to the efficiency. Designed to match

the specific features imposed by fast multi-anode photo-multipliers that guarantee

full efficiency up to 5MHz/Ch, the CMAD has to sustain the same event rate in

order to overcome the limitation of MAD-4 at 1MHz. Fig. 4.10 shows the efficiencies

of the CMAD and the MAD-4 as a function of event rate, demonstrating that the

new ASIC can effectively provide a higher rate, being more than 90% efficient at

6MHz/Ch. The CMAD data in Fig. 4.10 are acquired both for the slew rate

limiting buffer (SRLB), seen in Fig. 3.4, enabled (filled circles) and disabled (empty

circles) cases. It must be noted that the vertical difference between empty and
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filled circles gets larger as the input trigger rate increases. Even though the effect

of SRLB is ignorable at low input trigger rates, it gives rise to a higher processing

speed at higher frequencies, experimentally confirming the design motivation given

in the previous chapter.

Table 4.1 summarizes the CMAD properties whereas Fig. 4.11 shows the chip

layout of the CMAD which is the production version.

Table 4.1: Properties of the CMAD.

Technology 0.35 µm

Number of Channels 8/Chip

Preamplifier Gain Range 0.4-1.2 and 1.6-4.8 mV/fC

Preamplifier Gain Resolution 0.1 mV/fC

Peaking Time 10 ns

Processing Speed >5 MHz/Ch

Chip Size 4.8x3.1 mm2

Power (w/ LVDS Drivers) 26 mW

Figure 4.11: Layout (4.8x3.1mm2, with pad-ring) of the CMAD.
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Chapter 5

CP-PLL Based Serializer for the

GBT System

5.1 Introduction

Large Hadron Collider (LHC) at CERN is the longest (27 km) circular accelera-

tor worldwide or, equivalently for now, the particles within have the highest ener-

gies (of the order of a few TeV). As being the frontier in the field, the four main

experiments located on LHC, namely ALICE, ATLAS, CMS and LHCb, aim at

studying the basic constituents of matter and their interactions with a design lu-

minosity1 of 1034cm−2s−1. The LHC experiments have involved physics programs

which in total cover a wide range of physics goals. The programs range from Higgs

search to verification of the theory of super-symmetry, together with confirming

previously-observed phenomena but this time in different energy ranges. A possible

confirmation of the existence of Higgs boson and of super-symmetric particles might

be explanations to the mechanism of electro-weak symmetry breaking which gives

masses to particles and to the issues of dark matter and dark energy, respectively.

The locations of the main experiments on the LHC ring, together with the main

pre-LHC accelerator stages, are depicted in 5.1.

1The measure, luminosity, is the number of particles within the collisions or equivalently the

average brilliance of the collisions.
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Figure 5.1: LHC accelerator stages (not to scale) and main experiments.
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Nuclear and HEP experiments of such sizes need a correspondingly large commu-

nication infrastructure to operate. It is typically required to have three concurrent

systems: Data AcQuisition (DAQ), Timing Trigger and Control (TTC) and Slow

Control2 (SC). These systems have very different requirements in what concerns the

data transmission bandwidth of their links.

Proper timing of electronic signals is essential where detector systems are com-

posed of different sub-detector systems which must be cooperated. Monitoring of

detector status, adjusting detector parameters, physics event selection or triggering

and data acquisition depend on proper timing of operations.

The next sections summarize the current status of such a system developed for

the LHC and continue with the upgrade to SLHC for which the PLL based serializer

is developed within the framework of GBT project.

5.2 The TTC System

The Timing, Trigger and Control (TTC) system is the distributor of the fast timing

signals at the LHC [77]. The timing signals generated by the LHC radio frequency

(RF) generators have to be distributed to all experiments and to the beam instru-

mentation. In the system, timing signals are conveyed from the RF generators to the

LHC central control room via single mode optical fibers which are approximately

10 km long. The control room is the star-topology distribution point to the ex-

periments: these connections are via single mode optical fibers, at 1310 nm, and

the lengths range from 3 to 10 km depending on the location of the experiment.

Once at the experiment sites, additional trigger and control information are joined

to the timing signals and distributed through the TTC system. At the experiment

level, the trigger acceptance is generated, reset commands for registers are sent and

decisions are made regarding a sub-detector mode (i.e. test or calibration).

2e.g. detector and experiment control systems, DCS and ECS.
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5.2.1 Timing

The LHC beam is not continuous but constitutes a series of bunches, that are groups

of particles which move together through the accelerator, as seen in Fig. 5.2. The

bunch spacing is 25 ns or about 7.5 m, which corresponds to an accelerator operation

frequency of approximately 40.08 MHz. Moreover, the bunch filling is not continuous

as well due to issues related to the accelerator operation, and only three fourth of

bunches will be present, corresponding to a number of approximately 2800 [21].

The TTC distributes the bunch clock and the orbit signal, which allow precise

identification of the event number. They are derived from the LHC RF generators

and their frequencies vary slightly during acceleration, as they are synchronous to

the circulating beams. The timing properties of these signals are critical as the detec-

tor electronics, the DAQ system and the beam instrumentation work synchronously

to the machine and consequently rely on those signals for detector synchronization,

trigger system alignment, assignment of bunch crossing to data, and pipeline syn-

chronization. Thus, the delays associated with the different signal paths and the

jitter properties of the signals are to be strictly controlled.

Figure 5.2: Bunch structure.
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The TTCrx

The TTCrx [13] [14] is the radiation-hard ASIC receiver which acts as the interface

between the TTC system and the detector front-end electronics. It is composed of a

full custom part for the analog and timing critical functions, plus a standard cell im-

plementation for digital logic and non-time-critic functions. Within the full custom

part, clock and data are recovered and a fine de-skewing function is implemented.

The digital part of the chip contains several internal registers used for control and

monitoring.

The TTCrx receiver is equipped with all signals necessary to synchronize the de-

tectors. The 40 MHz LHC clock is extracted from the serial data stream and fed into

two independent high-resolution phase shifters which provide a fine programmable

delay in steps of 104 ps between 0 and 25 ns. An additional coarse delay register

allows a compensation range of up to 16 bunch-crossing intervals, which can be used

to compensate for the propagation delays associated with the detectors and their

electronics. The bunch counter and event counter registers keep track of bunch and

event collision numbers.

The timing requirements of the TTC system are strict: an additional ASIC

component has to be used as a complement of the TTC system in all the situations

where the TTCrx clock jitter proves to be excessive. The quartz crystal based phase-

locked loop (QPLL [15]) can reduce the jitter level to a cycle-to-cycle jitter of 22 ps

r.m.s. from 76 ps r.m.s. at the output of the TTCrx.

5.2.2 Trigger

In Fig. 5.2, particle bunches approaching to the center of the detector for a collision

are shown. It is also shown how the collisions between the two bunches are in fact

an event of discrete type, where a collision of two particles (i.e. protons and/or

heavy ions) are actually collisions between the partons (i.e. quarks and gluons)

which form them. Only a head-on collision of two partons can have enough energy

to give rise to an interesting event. Particle bunches cross at the rate of 40 MHz.

Despite the large number of protons per bunch (i.e. of the order of thousands), due
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to the granular structure of the bunch, the proton collisions happen at a rate that is

only of the order of 100 Hz. Additionally, a significant percentage of these collisions

is not interesting from the point of view of new physics: they are either already

known or new particles are in fact produced at a rate of the order of a few Hz, if

any production takes place at all. At the same time, not all the produced data can

be either driven out of the detector (due to bandwidth limitations), or stored (due

to storage limitations), thus a very precise event selection policy should take place.

The data abundance problem is usually addressed in the experiments by the

technique called triggering : the data are subsequently selected through various levels

of decisions, called trigger levels (e.g. three levels in ATLAS and four3 levels in

ALICE [26]). The first level trigger, or level-1 (L1) trigger reduces the rate from

40 MHz to 100 Hz. The L1 trigger’s accept signal has important latency issues as

it has to be promptly decided whether the data are to be processed further or to

be dismissed immediately. Data from the sub-detectors are collected, transferred to

the processors outside the detectors and processed, and then the decision has to be

distributed back to the detector. All these operations have to be performed within

a few µs interval, as that is the time available before the information on the collision

falls off a front-end pipeline and is thus lost.

5.2.3 Control

Two types of commands can be delivered with the TTC system [14]: broadcast com-

mands and individually addressed data. Broadcast commands are used to distribute

messages to all TTC receivers in the system. These messages are used for example

to reset the event and the bunch counters. Individually addressed instructions are

implemented in the TTC system to transmit user-defined data and commands over

the network. Each TTCrx can be addressed independently as each one is identi-

fied in the distribution network by a unique 14-bits channel identification number.

The individually addressed commands are either aimed at the TTC receivers them-

selves to control the receiver operation (i.e. regulating de-skewing), or the data are

3i.e. considering the so-called past-future protection system as the fourth level.
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intended for the external electronics.

Both the broadcast and the individually addressed commands are transmitted

over the TTC network using the frame formats [15] depicted in Fig. 5.3. In both of

the frames the first bit is set to zero as a start of packet, the second one defines the

frame type (”0” for broadcast, ”1” for individually addressed), the last one is set

to ”1” as end of packet. The information in the frames is protected through a 1-bit

error correct 2-bits error detect Hamming scheme: 5 check-bits protect the 8-bits

data packet for broadcast commands, 7 check-bits protect the 32-bits data packet

for individually addressed commands.

5.2.4 Line Coding in TTC System

Two channels are time multiplexed and transmitted in the TTC system [14]. Chan-

nel A is reserved for the L1 trigger information only. Channel B is used for delivering

the slow control information. Only one bit of information is delivered per channel

per bunch crossing for a total of 80 Mb/s. The L1A is a 1-bit information, either

”pass on” or ”reject” the data, and is not protected by any error control scheme.

The information on channel B is instead formatted over multiple bunch crossings to

create the frames shown in Fig. 5.3.

Figure 5.3: Control data frames of broadcast (top) and individually addressed for-

mats (bottom).

The two time-division multiplexed channels are bi-phase-mark encoded before

transmission over the network. This line code consists of representing a logical ”1”

as a pair of different bits (”10” or ”01”) and a logical ”0” as two equal bits (”00” or

”11”). It thus requires a line frequency that is twice the data bandwidth. As every

logical level at the start of a cell is inverted with respect to the level at the end of the

previous cell, this encoding scheme provides a very high number of transitions, at

least one every encoded bit that is sent. Moreover, the data stream is DC-balanced.

The coding scheme is sketched in Fig. 5.4.
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Figure 5.4: Time division multiplexed bi-phase-mark encoding.

5.3 The LHC Upgrade

At the time of writing, even though LHC is not operational yet, the HEP community

has already started planning a luminosity upgrade of the accelerator which in turn

requires detector and relevant equipment upgrades.

One of the motivations for such an upgrade is the fact that the statistical error

in a measurement decreases proportionally to the square root of the number of

measurements, thus, to divide the statistical measurement error by 2, 4 times as

many measurements have to be taken. After approximately 5 years of LHC operation

with full luminosity, an upgrade of the machine is foreseen to improve the precision

within a reasonable time frame. Considering the time it takes to develop required

components in HEP R&D processes, it is treated the right time to start such projects.

The upgraded machine is called Super-LHC or S-LHC. It is expected that this

upgrade will increase the luminosity by a factor of 10 which, in turn, will lead to

a 10 times the amount of data to be transfered from the detector to permanent

data storage. This is definitely going to impact the detectors, which will have to be

upgraded as well as the related electronics.

Another issue is that, even in case the LHC would stay as it is with no luminosity

upgrade, such projects are still considered necessary because of the fact that after

roughly 10 years of foreseen operation period, radiation damage in detectors, data
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transmission fibers and relevant electronics would require an upgrade, anyway. In

this case the upgrade would serve to increase the performance of the overall system

leading to more precise results and to lower the maintenance costs.

5.3.1 Communication Physical Layer

Considering the LHC, optical links seem to be the natural solution for data readout

due especially to their high inherent bandwidth, but also due to other properties

such as galvanic isolation, low electromagnetic interference, low atomic number of

the materials involved, and low cabling weight.

The detectors at the LHC will be subject to harsh radiation levels due to the

high number of colliding particles and the high frequency of occurrence of collisions.

The optical link components which will sit inside or in the proximity to the detectors

have to be radiation hard. Radiation hardness is a concern for only a few applica-

tions, though, such as HEP, space missions and weaponry. Thus the radiation-hard

components can not be easily bought off-the-shelf. The optical link components are

often chosen among commercial products to minimize the customization required.

Thus, they need to be severely tested and qualified for radiation-hardness forced

by HEP experiments whereas the ASICs are designed manually and are too subject

to the same set of tests. They employ radiation-hardening techniques in terms of

architectural and transistor level choices and sometimes using non-standard layouts

in order to guarantee functionality and reliability over 10 years of expected LHC

lifetime.

In the framework of future luminosity improvements of the LHC, a new opti-

cal transmission system is being developed in which the link is bidirectional and

adaptable to different link configurations and functionality. This new link is named

Versatile Bi-Directional (VBD) link, while GigaBit Transceiver (GBT) is the name

chosen for its transceiver ASIC. The VBD link upgrades previously designed systems,

namely Timing, Trigger and Control system [77] (TTC), and relevant components

such as the Gigabit Optical Link [78] ASIC (GOL). The new link uses a newer

technology, thus a much higher speed compared to the existing one. Present TTC

can process 2 bits per 25 ns whereas 120 bits will be available in the new system
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(corresponding to a data bandwidth increase from 80 Mb/s to 4.8 Gb/s), allowing

many improvements to the functionality of the system. Moreover, the new system

will be subject to higher error rates compared to the existing one due to exposure

to higher levels of radiation in S-LHC [79] and due to the higher speed of the link.

5.3.2 Gigabit Optical Link - GOL

A transmitter ASIC GOL [78] which is capable of operating with two of the most

common data transmission protocols was developed, so that commercial components

can be used in the parts of the link that do not sit in the radiation environment. Fig.

5.5 depicts the architecture. The transmitter ASIC was designed using radiation

tolerant layout practices that guarantee tolerance to irradiation effects to the levels

necessary for the LHC experiments.

The transmitter ASIC performs the function of a serializer and can operate in

four different modes that are a combination of two common transmission protocols

(8b/10b or CIMT) and two data rates (0.8 Gbit/s and 1.6 Gbit/s). The data input

comes from a data bus operating either as a 16 or 32-bits bus synchronously with

the LHC clock (running at 40 MHz), resulting in data bandwidths of 640 Mbit/s

Figure 5.5: Architecture of GOL.
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and 1.28 Gbit/s respectively, for serial data rates of 800 Mbit/s and 1.6 Gbit/s.

Depending on the chosen line coding, either a G-Link or a Gbit Ethernet/Fiber

Channel receiver can be used at the other end of the link. Once serialized, the

encoded data can be used to drive either a laser, or a 50 Ohm line. In the case of

the optical transmission, due to radiation effects, an increase in the threshold current

of the laser diodes over the lifetime of the experiments is expected. To compensate

for this, the laser-driver employs an internal modulator and a bias current generator

that can be programmed to sink currents between 0 and 55 mA. In the GBT system,

a similar functionality is implemented by two current mode D/As developed in the

framework of this thesis.

5.4 Motivation for the Replacement of the Cur-

rent System

As presented briefly in the preceding sections, the current TTC system [14] is an

optical broadcast network which is used for fast timing and slow control distribution

at the LHC. The system provides for the broadcast of fast timing signals through all

the transmission stages from the RF generators of the LHC machine to the outputs

of the timing receiver, the TTCrx.

The TTC system users experience some restrictive features that in most cases

resulted from technological limitations at the time of the system development. These

days, the perspective of an upgrade of the LHC and the common availability of deep

sub-micron technologies can lead to the development of an extended functionality

for timing, trigger and control system requiring the development of a new timing

receiver, the GBT13 [10].

Some of the major drawbacks identified on the TTC system and/or on the TTCrx

are as follows:

1. Transmission of a single trigger type,

2. Several bunch crossing periods are required to transmit broadcast commands

and slow control data,
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3. The system is unidirectional. This required the late addition of an I2C network

in order to control the TTCrx, necessitating the presence of an additional

control path,

4. Although broadcast commands and slow control data are protected by error

correction codes, the trigger data are not,

5. If not synchronized with the TTC signal source, the TTCrx generates a random

clock frequency. This is undesirable for purposes of system development and

testing.

The drawbacks mentioned in the first two points can be avoided by increasing

the transmission data rate that is 80 Mbit/s in the current system. This will allow

sending complex trigger information, broadcast commands as well as individually

addressed commands and data, during a single bunch crossing interval. Addition of

a return path will address the third point and would allow the implementation of an

efficient monitoring system not only of the state of the TTC system itself but of the

detectors electronics. Such a system resembles very much a bidirectional data link

with added features to implement the synchronization of the detectors. It is thus

conceivable to implement a bidirectional link that could work either as a general

purpose data link or as a dedicated timing trigger and control link. To implement

such a scheme, the receiver and transmitter components must be radiation hard

and tolerant to single event upsets. The use of error correction codes for data

transmission must be considered.

5.5 GBT Transceiver

Today’s particle detectors require high-speed4 digital optical links for transmission

of data between the sub-detectors and the data acquisition system. Typically, high

speed data transmission is required for both the trigger system and data-readout

system paths. Generally, those links are unidirectional with the transmitters lo-

cated inside the detectors and the receivers situated in the counting rooms. Due

4multi Gbit/s
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to the proximity to the collision point, the transmitters will be subject to high lev-

els of radiation doses over the lifetime of the experiments. Additionally, the large

numbers of high-speed optical links required impose strict limits on device costs.

These constraints are particularly severe in the case of the LHC experiments which

have to handle an unprecedented amount of data (of the order of a few tens of peta

bytes). Moreover, in trigger links, data have to be transmitted with constant latency

and synchronously with the LHC 40.08 MHz reference clock. This is to facilitate

data alignment at the receiving end, before the data are fed to the trigger proces-

sors. Although commercial optical links and components can be found that meet

the bandwidth requirements of all of the LHC planned systems, those components

generally have not been designed to withstand high levels of total dose. The few

radiation hardened devices which exist on the market have prohibitively high prices

when the large number of links5 required is taken into account. It was thus con-

sidered necessary to develop a dedicated solution that could meet the very special

requirements of the LHC environment.

An important issue is that only the ASICs which are within the high radiation

area are supposed to be rad-hard where the others such as the ones in the counting

room are not. Therefore the electronics residing in the counting room may be

commercial, thus requiring the rad-hard full-custom ASICs to be compatible with

commercial standards. To operate the transmitter ASIC with a standard receiver,

there are some compatibility constraints on the design that have to be followed.

Namely, data formats, data rates and coding schemes have to be respected.

Additionally for trigger links, the constant latency requirement imposes data

rates that are multiples of the LHC master clock frequency. In most applications

the detector systems require the transmission of 120 bits of data in a single LHC

clock cycle, therefore the required bit rate is higher compared to the existing system

and is 4.8 Gbit/s. To increase the bandwidth without paying a penalty on the

detector’s material budget, it is necessary to use fewer optical links at higher data

rates rather than simply increasing the number of links.

5of the order of 100K in total for the four LHC experiments
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Figure 5.6: GBT based link architecture.

The development being proposed by the project will thus act as a DAQ, TTC

and SC link, still living some flexibility to implement custom configurations. At

the heart of such a link is the GigaBit Transceiver ASIC (GBT13). The global

architecture of an optical link based on the GBT is shown in Fig. 5.6 [10].

In order to simplify the development, embedding in existing systems and main-

tenance of the links, the GBT interface is proposing to adopt, as the high level

transport protocol, the ethernet standard. Moreover, to enhance system integration

of the off-detector electronics, the GBT transceivers in the counting room will be

implemented by FPGAs. This requires using a communication protocol between

GBT transceivers that can be implemented in standard FPGAs existing today in

the market.

As represented schematically in Fig. 5.7 [10], the GBT frame is composed of

120 bits which are transmitted during a single bunch crossing interval (i.e. 25 ns)

resulting in a line data rate of 4.8 Gb/s. 4 bits are used for the frame Header (H)

and 32 bits are used for Forward Error Correction (FEC). This leaves a total of

84 bits free for data transmission corresponding to a user bandwidth of 3.36 Gb/s.

Four of these bits are reserved for the SC field, the TTC field is 16 bits wide and

the ”D” field is 64 bits wide, resulting in the following bandwidths: 160 Mb/s for

SC, 640 Mb/s for TTC and 2.56 Gb/s for DAQ.

Fig. 5.8 shows the simplified GBT architecture. It implements characteristic

analog and digital functions typically a transceiver employs like local clock gener-
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Figure 5.7: GBT line format.

Figure 5.8: Simplified GBT architecture.
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Figure 5.9: Electrical transmitter architecture.

ation, clock phase/frequency extraction and locking, serializing/de-serializing, line

coding and error correction, line and optical device drivers and digital interfaces

for various external systems. The diagram does not pretend to be complete and

only very general relations between blocks are indicated by arrows. Blocks without

linking arrows represent functionalities which are common both to the transmitter

and to the receiver.

A simplified block diagram of the electrical transceiver is shown in Fig. 5.9.

At every master clock cycle (40.08MHz of LHC clock) data are presented to the

transmitter inputs as a 120-bits word. After scrambling and line coding [81], the

data are serialized and driven either into a line (Line Driver, LD) or into an optical

fiber (Optical Driver, OD) with full speed. The receiver functions as the mirror

image: a line or an optical receiver, denoted by LR and OR respectively in the

figure, accepts the data, Clock and Data Recovery (CDR) extracts the right clock

frequency and phase out of the incoming data and re-times it, de-serialize the full

speed stream into several slower parallel branches and undo what the scrambler and

line coder do to reconstruct the actual data word.

5.5.1 GBT Network Configurations

GBT transceiver is designed to be flexible enough to address the requirements of all

the experiments that will use it. A number of network configurations are foreseen.
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Figure 5.10: Broadcast network configuration.

Fig. 5.10 shows the broadcast network configuration. This configuration is close

to that of the one currently being employed on the LHC TTC system architecture.

Such a network operates in the trigger-continuous mode and it has the potential

of allowing the broadcast of data to a large number of destinations (a maximum

1024 for the current TTC system). However, a high fan-out requires the use of

high optical power sources. This will be certainly outside the GBT13 laser driver

capabilities and a fan-out of 1-to-8 or at maximum of 1-to-16 is foreseen. As in the

present TTC system, the latency has to be strictly constant so that it can be used

for the distribution of timing signals. In this configuration, part of the bandwidth

will be reserved to the broadcast of trigger specific commands while the remaining

will be available for user data or slow control of the experiment.

Fig. 5.11 presents the broadcast network configuration with electrical fan-out.

In both of the network configurations, blocks partitioned as Tx/Rx are the GBT

transceivers. Downward and upward arrows represent the direction of the commu-

nication as from master (A in the figures) to slave (B in the figures) and vice versa,

respectively. In both of the configurations, the master provides the master clock and

the receivers frequency- and phase-lock their local clock generators to this master

clock. When a slave is requested by the master to send data upwards, the only

clock information it needs is the phase of the master clock but not the frequency.

Since the receiver has already been locked, the frequency information is passed to

the transmitter of the slave internally (the arrow going from Rx to Tx internally in

the figures).

The limited fan-out of the previous broadcast topology can be overcome by using
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Figure 5.11: Fan-out network configuration.

a mixed optical/electrical tree as represented in Fig. 5.11. In this case a master

transmitter broadcasts optically to several destinations (typically to 8), which in

turn, will retransmit the masters data to several other destination further down the

tree. This topology involves passive optical power splitting with electrical regen-

eration. A moderate optical fan-out of 1-to-8 will be typical. When compared to

the simpler broadcast network (fully passive) this topology adds latency due to the

optical/electrical/optical regeneration steps.

The GBT transceiver foresees also other network topologies namely point-to-

point, bidirectional 1-to-N/N-to-1 with different configurations.

5.6 PLL Based Serializer Design

Serializers convert parallel data to serial one; they take at least two ”slow” data

streams and output a ”fast” one by merging6 them properly. This is fundamentally

needed when there is not a possible bus in between source and destination. For

synchronous operation, the serializer must be able to address some strict timing

6This is done via Time Division Multiplexing or TDM
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requirements. Since the output has the highest speed, an acceptable small timing

error in one of the ”slow” streams may not be acceptable in the final ”fast” stream.

Concerning the required transmission rates of today (starts from a few Gbits/s),

they are time-critic building blocks in which ”simple” things become challenges,

especially in a HEP environment.

Serializers often employ Phase Locked Loops (PLL) to ideally nullify the timing

errors, especially the one between master and local clocks. A PLL could be treated

as the analog heart of the transceiver. It produces and maintains a clock signal

which is properly aligned with some master clock in order to minimize transmission

errors via adjusting the output transition instances of the serializer.

Fig. 5.12 shows the overall architecture of the serializer. It consists of a 120-

bits master register, four 30-bits registers to divide the frame by 4, a frequency

synthesizer consisting of a PLL with a feedback divider which is composed of two

stages, one dividing by 4 and the other dividing by 30, thus a total division ratio

of 120, four fast switches imitating 4:1 MUX functionality, a decision circuit (DFF)

and a line driver.

The overall operation is as follows: at every rising edge of LHC clock, fLHC , a

120-bits frame is loaded into the large register as a 120 bits word and introduced

to the four 30-bits registers. At every rising edge of the Load signal, 30-bits parts

are loaded onto 30-bits registers. PLL locks the local clock generator to the LHC

clock and an output clock frequency of 120x40MHz=4.8GHz is produced7. Q1-Q4

quadrature clock phases control the switches and four parallel streams clocked with

a speed of fBIT /4 are serialized. Final decision circuit clears the output stream by

clocking it with full speed. Line driver as the last building block of the serializer

feeds the data to the next stage on a transmission line.

Multiplexers use both of the edges of the clock which controls them. This mani-

fests itself as output jitter in case the PLL output, or equivalently the output of the

VCO, has duty-cycle error. Because of the PLL output duty-cycle error introduced

by the differential-to-single-end converter, in the final design, 4 switches instead of

7LHC clock frequency is a little bit higher than 40MHz, though.
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4:1 MUX are used. Considering radiation, SEU and SEL, the redundancy scheme

of majority voting is used within the feedback clock divider.

5.6.1 PLL Architecture

Fig. 5.13 shows the conventional Charge-Pump Phase Locked Loop (CP-PLL) ar-

chitecture adopted [92] and used within the serializer. It consists of the phase/fre-

quency detector PFD which compares the feedback divider output to the reference

clock RefClk, two current sources Icp which pumps/sinks current into/from the low

pass filter LPF, the voltage controlled oscillator VCO which outputs a clock signal

whose phase and frequency are functions of the control voltage (i.e. LPF output)

and a clock divider which is used as a clock generator for the serializer and which

divides the local VCO clock by 120, closing the loop.

It is a control loop with a plant and a controller adjusting the behavior of the

plant. The VCO consisting of Diff. VCO and D2S is the plant that is controlled

by PFD generating the error signal, CP consisting of adjustable current sources

(Icp), LPF generating the control voltage for the VCO, and the feedback divider

consisting of two dividers in series: %4 and %30. The divider also functions as the

clock generator for the serializer. During the operation, PFD generates a digital error

signal (up and down) depending on the phase/frequency difference at its inputs, that

is, RefClk and the output of feedback divider. The digital error signal modulates the

PFD
VCO

RefClk

R

C1

C2

Up

Down

LPFIcp

Icp

D2S
Diff.

Clock Generator        %30         %4

to serializer

ClkPLL

Local

Figure 5.13: Architecture of the charge-pump PLL.
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current, Icp, being pumped into the loop filter. The Loop filter averages this digital

signal to be used as the control signal for the VCO. The VCO output is divided by

120 and fed back to the input of the PFD such that the CP-PLL outputs a clock

signal which is 120 times the RefClk and is also phase-locked to it (Second-order

behavior, see Appendix A).

5.6.2 Loop Parameter Selection

In this subsection, the basic charge-pump PLL model in transfer function form

based on an assumption of small error (linear loop) and a narrow bandwidth as

compared to the input frequency (continuous-time approximation) will be presented.

A continuous-time approximation is not valid if the loop bandwidth approaches the

input frequency where the discrete-time or sampled nature of the loop must be

recognized. The theoretical and practical stability limits are also presented such

that a proper choice for loop parameters could be made.

The Model

Being a mixed-signal time-varying sampled feed-back system, PLL behavior is usu-

ally approximated and analyzed within the boundary of the control theory. Appendix

A gives a practical review of second-order feed-back loop behavior.

The behavior of the CP-PLL shown in Fig. 5.13 can be characterized by the

conventional transfer function form as

T (s) =
ωn

2(τs + 1)
s2

N
+ 2ξsωn

N
+ ωn

2

N

(5.1)

in which

τ = RC1 (5.2)

ωn =

√

KoIp

2πC1N
(5.3)

ξ =
τωn

2
(5.4)

K =
KoIpR

2πN
(5.5)

where τ is the time constant of the loop filter in seconds, ωn is the natural frequency

of the loop in rad/s, ξ is the damping factor, K and Ko are the gain of the loop
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in rad/s and the gain of the VCO in rad/s/V, respectively, and N is the feedback

divide ratio. In such a loop, a VCO with a gain of Ko and a divide ratio of N can not

be distinguished from a VCO with a lower gain of Kvco = Ko/N and no feedback

divider. Therefore Eq. 5.3 and Eq. 5.5 can be rewritten respectively as:

ωn =

√

KvcoIp

2πC1

(5.6)

K =
KvcoIpR

2π
(5.7)

The quantities are interrelated by

K = 2ξωn (5.8)

Kτ = 4ξ2 (5.9)

K/τ = ω2
n (5.10)

where any pair of the three parameters un-ambitiously defines a linearized, time-

averaged control loop. As the above equations suggests, to the extend that the

approximations are valid, the CP-PLL has exactly the same small-scale behavior as

conventional PLLs with the same loop parameter values [93].

As [92] analyzes in detail, one of the great benefits of CP-PLLs is that they result

in zero static phase error with a passive low-pass filter. Achieving zero static phase

error in a conventional PLL requires an active filter with large DC gain (See the

example PLL design in Appendix A).

However, practical circuits will impose some shunt loading across the passive

filter impedance. Denoting this parasitic resistance as Rs, the actual static phase

error or loop stress can be written as

θs =
2π∆ω

KoIpRs

(5.11)

where ∆ω is the frequency offset between the input signal and the free-running

frequency of the VCO8.

Having a control loop, it is vital to evaluate the stability limits. Because of

the switching nature, CP-PLL is a time-varying network where a simple transfer

8Actually the output of the feed-back divider (%120).
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function analysis is particularly not applicable. Only if the bandwidth of the loop

is very small compared to the frequency of the input reference signal, ωn << ωi,

then the approximation is supposed to be valid [93]. The stability limit of a discrete

system is extracted from the z-plane representation of loop zeroes and poles as

Kτ =

[

π

ωiτ
(1 +

π

ωiτ
)

]−1

(5.12)

where Kτ is the normalized gain of the loop. Even though this is theoretically the

upper limit that the loop operating point is allowed to reach, there are issues specific

to CP-PLLs requiring attention.

For example ripple on the control voltage driving the VCO could cause instability.

Upon each cycle of the PFD, the pump current Ip is driven into the filter impedance

which responds with an instantaneous voltage jump, or proportional term, equal to

∆Vctrl = IpR. At the end of the charging interval, or the period integral terms sum-

up, the pump current switches off and a voltage jump of equal magnitude occurs

in the opposite direction. Frequency of the VCO follows these jumps such that

its output would introduce frequency excursions equal to ∆ωo = KoIpR = 2πK

rad/s. Therefore, a practical stability limit or the so-called overload limit inherently

manifests itself as

Kτ <
ωiτ

2π
(5.13)

which means the loop gain should be smaller than a certain value in such a way

that the voltage excursions on the control line driving the VCO can not cause

frequency excursions which exceed the input reference frequency at the VCO output.

In practical applications, loop parameters are arranged such that the loop operating

point can not exceed 10% of overload limit, to have some margin.

Fig. 5.14 shows the theoretical (z-plane) and practical (overload) stability limits.

It is apparent that the actual restriction on the loop gain is the overload limit which

sets in at a lower value of gain than does the theoretical stability limit for any

practical circuit.

Considering continuous-time approximation, however, the loop is unconditionally

stable (which is obviously not the case in real life) as seen in Fig. 5.15 showing the

Bode plots of the transfer function of Eq. 5.1 for a specific over-damped parametriza-
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Figure 5.14: Theoretical and practical stability limits.

tion. The phase plot represents a single shift of 90 degrees which means the loop

behaves as if there is only a single pole, therefore it is unconditionally stable.

As much as stability is, jitter performance of the loop is also vital. Even though

all the components within the loop introduces some jitter to the final result, the two

dominant contributors of PLL output jitter are the reference and the VCO jitters

which pass through the control loop via the following transfer functions, respectively

as:

Tref2out(s) =
2ξωnNs + Nωn

2

s2 + 2ξωns + ωn
2

(5.14)

Tvco2out(s) =
s2

s2 + Ks + KoIp

2πNC

(5.15)

Eq. 5.14 has a low-pass nature whereas Eq. 5.15 represents a high-pass character.

PLL low-pass filters the reference jitter while doing the opposite for VCO jitter.

This introduces a trade-off between loop speed and output jitter: if the VCO is

clean whereas the reference is not, then configuring the loop to be slow enough, that
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Figure 5.15: Bode plots for continuous-time approximated CP-PLL transfer function

for a specific parameter set.

is, choosing a lower ωn is desirable and if VCO is not clean and the reference is, then

having a faster loop response, that is, choosing a higher ωn is desirable. In other

words, a PLL can filter either reference or VCO jitter or a trade-off results in an

optimum value for ωn. Fig. 5.16 and Fig. 5.17 shows the plots of both the transfer

functions of Eq. 5.14 and Eq. 5.15 for a specific parameter set, respectively.

Numerical Parametrization

Having the CP-PLL behavioral and jitter models, together with the analytic stability

limit expressions, the next step is choosing numerical values for proper operation.

For this purpose a C/C++/Octave application namely CaPPeLLo is developed9 for

fast evaluation of the loop behavior. Appendix B provides algorithm cores used.

The transceiver for which the CP-PLL based serializer presented in this thesis

9CaPPeLLo stands for Charge-Pump Phase Locked Loop parametrizer.
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Figure 5.16: Jitter transfer function from reference to PLL output.

Figure 5.17: Jitter transfer function from VCO to PLL output.
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is designed will be used in different10 conditions11. Thus the CP-PLL is designed to

be programmable all-on-chip: Ip, the charge-pump current from 1µA to 20µA with

a step of 1µA and C1
12, the loop filter capacitance from 15pF to 450pF with a step

of 15pF. The loop resistor is also programmable to place the zero accordingly and

adjust the proportional term on the control voltage driving the VCO.

Fig. 5.18 shows the stability plot, a subset of possible operating points for

different damping factors, ξ, and the settable extremes available via adjusting the Ip

and C1. For all the parameter sets, only 4 points are chosen for simulation where the

natural frequency, ωn, is set to 500kHz, 1MHz, 1.5MHz and 2MHz whereas charge-

pump current, Ip, is set to 5µA, 10µA, 15µA and 20µA respectively. Loop resistor

is also adjusted to keep ωn and ξ at their nominal values. As seen from Fig. 5.18,

not all the settable operating points are stable. This would allow users to explore

possible operational ranges and to better define practical limits associated with the

environmental conditions.

For each parametrization, a set of plots showing the adjustability limits are

generated. Fig. 5.19 shows such a set as a function of parameter set index. It shows

ωn, the natural frequency in rad/s, τ , the time constant of loop filter in s, RMAX ,

maximum value for loop resistor in Ohms, R, actual loop resistor value that must

be chosen in Ohms, C1 and C2, the filter capacitances in F and pF respectively,

proportional and integral terms in mV, and BL, the resulting noise bandwidth of

the loop in Mrad/s. The operating points in Fig. 5.18 are results of parametrizations

similar to the one seen in Fig. 5.19.

The model and the numerical parametrizations presented in this subsection are

calculated analytically, therefore they must be verified by HDL13 simulations. Espe-

cially the jitter transfer functions should be calculated numerically by investigating

HDL simulation outputs. VerilogA simulation results are presented in next section.

10Different radiation levels depending on where the electronics reside at the experimental pit or

no radiation at all in the counting room.
11Different environmental conditions like temperature gradients depending on the link location.
12C2 = C1/15. is fixed
13HDL stands for Hardware Description Language
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Figure 5.19: A detailed parameter set.

5.6.3 Model Based Simulation Results

Even though having a programmable device is desirable as it gives users the chance

to chose the best operational condition, it also makes it impossible to simulate

all possible parameter sets during the design phase. Additionally considering the

number of process and mismatch corners introduced by the technology used, only

a small fraction of possible operating points can be fully simulated in behavioral

level. 15 process corners are used: for 5 different technology dependent device

parameters and for ±10% of Vdd and temperatures of 125, 25 and -20 Co. The

operating points where the damping factor is equal to 4.67 and 1.0 as seen in Fig.

5.18 are fully simulated. The other operating points on the same plot are simulated

partly. iVerilog, VerilogXL and VerilogA simulation results are presented in this

subsection. Appendix B provides the actual verilog model cores used for obtaining

the results given in this subsection.
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Test-bench

Fig. 5.20 shows the verilog model used. 40 MHz LHC reference clock is generated

via dividing a 4.8GHz clock by 120. Not generating 40MHz directly enables for a

comparison between the PLL output and fast clock by jitter probe high. For each

simulation, one divider is devised by using the path selector, S1. The jittered divider

(%120) can introduce white and sinusoidal jitter such that the jitter performance of

the loop can be evaluated numerically via probe A. The loop filter consists of R, C1

and C2; Rs is added to imitate CP leakage or shunt loading of the filter impedance

which results in a static phase error or loop stress. Two VCOs, one ideal and one

jittered, are used for a comparison via probe B. For each simulation, one VCO is

devised by using the path selector, S2. All the components except the VCO are

ideal14. The VCO is first implemented in device level, control curve and duty cycle

error parameters are extracted and included in verilog simulations.

Mainly two types of probes are used for further analysis: the ones measuring

the difference in transition times (i.e. jitter probes, probe A and B) and the ones

measuring instantaneous periods (i.e. XXX c2c period where XXX is PLL, REF

and LOC.). The jitter probes show the locking process and the static phase errors

whereas the period meters convey information relating to the cycle-to-cycle jitter.

Appendix B gives practical definitions of these jitter metrics together with the basic

algorithms used to calculate them.

Fig. 5.21 shows the VCO control voltage, outputs of jitter probes low and high at

the beginning of the locking process simulated within verilogA environment. First,

PFD decides to which direction should the Vctrl be adjusted via pumping the CP

current, Ip. This adjusts the VCO frequency, then gradually the error at the inputs

of the PFD drops to a certain value. Vctrl and error signal at the output of the

PFD almost settles down, then the phase error between the 4.8 GHz clock and the

VCO clock begins to drop until it reaches to the static phase error introduced by the

leakage current flowing through the parasitic shunt loading resistor, Rs. The vertical

line at 4 µs shows the time instance after which the jitter metrics are calculated,

14Behavioral parameters are not extracted from device level simulations
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Figure 5.20: Test-bench used for verilog simulations.
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Figure 5.21: Locking process of a CP-PLL showing the control voltage of the VCO

(top), the phase error at the inputs of the PFD (middle), the phase error at the

output of the PLL (bottom), and the simulation time instance (vertical line at 4µs)

where the jitter statistics start to be collected.

since the jitter performance relates to the locked condition.

It should be noted that Vctl signal in Fig. 5.21 has two dominant components in

time domain: the integral component which is responsible for the averaged behavior

and the proportional component which is responsible for the rippling behavior.

Vctrl actually never settles down but the amplitude of the proportional compo-

nent drops down to a certain value which is one of the important aspects for the

jitter performance of the loop. Fig. 5.22 shows a similar simulation result per-

formed within iVerilog [9] and verilogXL. Considering the amount of time required

for different simulators, different commercial and/or open-source simulators are used

according to what is being measured. Fig. 5.22 shows the following signals:

1. 233 ps, ideal PLL output clock period (black curve, denoted as F)

2. jittered PLL output clock period (red curve, denoted as A, B and C)
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Figure 5.22: Locking process of a CP-PLL in case of significant reference and VCO

white noise (See text for details).

3. ideal duty cycle error (yellow curve, denoted as G)

4. 10ps, PLL output duty cycle error (blue curve, denoted as H)

5. phase error of PLL output with respect to ideal 4.8 GHz clock generator sitting

just before the jittered divider in 40MHz LHC clock generator of Fig. 5.20

(green curve, denoted as D and E)

where at the beginning, the loop is out of lock, thus the phase error is randomly

changing in the region denoted as D. Until the moment denoted as A, frequency

acquisition occurs: PLL output period plotted in red converges to the level it is

expected. Just after the time instance denoted as A, phase error plotted in green

converges to zero with a significant amount of white noise. Almost immediately

after the time instance A, the loop is phase/frequency locked to the reference. At

the time instance B, the reference frequency drops down to a certain value with a

sharp step. Loop looses the locked condition, thus the region denoted as E. Until the
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time instance C, loop acquires the frequency lock for the new reference frequency.

Then the same process repeats for the time instance denoted as C. Similarly almost

immediately after the time instance C, the loop is said to be phase/frequency re-

locked to the reference.

Simulation Results

To verify and cross-check what is expected from analytical parametrizations against

how the verilog model behaves, simulations with different parameter sets are per-

formed.

As an example, choosing different damping ratios by adjusting loop parameters

results in different locking behaviors and jitter performances. Fig. 5.23 and Fig.

5.24 show verilog and verilogA simulation results of a PLL configuration for differ-

ent values of ξ and ωn for specific parameter sets. Under-damped (bottom) and

critically-damped (top) behavior filtering a 200ps peak-to-peak jitter of reference

(black curve) is perfectly coherent with the analytical expectations as seen in Fig.

5.23. Reference period jitter suppression is also clearly visible as the peak-to-peak

variation at the output of the feed-back divider (red curve) is very small compared

to that of the reference. Another example is to consider ωn, the natural frequency

of the loop; filtering of reference jitter should get worse as ωn increases15. Fig. 5.24

shows verilog simulation results for three values of ωn for a specific parameter set.

Simulations are performed for exactly the same reference with exactly the same

numerical values introduced as white jitter in order to make a better comparison.

As expected from the analytical model, variation of instantaneous periods at the

output of the feed-back divider (red curve) gets larger as ωn increases.

An important issue is the so called jitter peaking in the transfer function, occur-

ring at the natural frequency of the loop as seen in Fig. 5.25. Jitter peaking should

be minimized so that a jitter component in the reference clock at a frequency equal

to the natural frequency of the loop is not amplified at the output of the PLL. Jitter

15This also makes VCO jitter suppression get better.
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Figure 5.23: Instantaneous periods of the clock signals at the inputs of the PFD for

ωn = 100kHz and ξ = 1.0 (top), ωn = 100kHz and ξ = 0.3 (bottom).
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Figure 5.24: Instantaneous periods of the clock signals at the inputs of the PFD for

ξ = 4.67 and ωn=0.5MHz (top), ξ = 4.67 and ωn=1MHz (middle), ξ = 4.67 and

ωn=1.5MHz (bottom).
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Figure 5.25: Jitter peaking.

peaking (JP) is given in decibels by [93]

20log(JP ) =
2.172

ξ2
(5.16)

which is a function only of ξ. As an example, according to SONET specifications JP

should be less then 0.1dB, thus a minimum damping ratio of at least 4.66 is needed.

To achieve numerical verification of the jitter transfer function and especially inves-

tigating the amount of jitter peaking in behavioral level, sinusoidal reference jitter

is introduced and the output of the PLL is observed. Fig. 5.26 shows PLL jitter

performance in the presence of sinusoidal reference jitter with a frequency equal to

the natural frequency of the loop for a specific parameter set. Introduced reference

jitter is 80ps peak-to-peak and the frequency chosen is 1MHz which is also the ωn

of the loop. Therefore JP, if it exists, should manifest itself at this frequency of

jitter. However, for the specific simulation of which the result is given in Fig. 5.26,

no jitter peaking is observed; PLL output has a peak-to-peak period jitter of 150fs.

Similar simulations are repeated for different ωn of the loop such that jitter transfer

function can be verified. For numerical verification, at least three points should be

simulated: fJr being the sinusoidal reference jitter frequency, fJr = ωn/10, fJr = ωn,

and fJr = 10ωn. Cycle-to-cycle jitter metrics are calculated and numerical values

are obtained. Table 5.1 shows numerical results for an over-damped loop where

Tref2out and Tref2local are jitter transfer functions from reference to PLL output and

to feedback divider output respectively. They are redefined as

Tref2out =
JOUT

JREF

(5.17)
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Tref2local =
JLOCAL

JREF

(5.18)

where JREF , JOUT and JLOCAL are the cycle-to-cycle jitter of reference, PLL output

and feedback divider output, respectively. Cycle-to-cycle jitter is defined as the vari-

ance in instantaneous period values and thus, is an r.m.s. metric. In this simulation,

no VCO jitter is introduced, since the phenomenon of jitter peaking occurs only for

reference jitter.

When the reference jitter frequency is below the natural frequency of the loop,

Tref2local yields a number which is used as the reference value for the other results

as it is supposed to be on the flat region of the jitter transfer function. As the ωn

increases to 1.0MHz, which is also the natural frequency of the loop, we observe an

increase in transfer function which is still below 1, confirming that there is no jitter

peaking. When the reference jitter frequency is increased further to 10MHz, transfer

function yields a very small value compared to the others as expected. Table 5.1

confirms that there are no jitter peaking, even though JP=0.1dB is the target in

parametrization phase.

After verifying jitter transfer functions by introducing sinusoidal reference jitter

and investigating the effects of different parameter sets for the actual circuit, white

jitter must be added to the reference and the VCO in order to find the optimum

ωn. Since we use a differential self-biased 3-stage ring oscillator with a level-shifting

differential-to-single-ended converter at the output, we expect to have relatively a

high VCO jitter compared to the reference clock, which is generated by a relatively

precise crystal oscillator. To filter the VCO jitter out, the circuit should not be

a very narrow-band loop. Fig. 5.27 shows an example simulation result in which

the output cycle-to-cycle jitter is 160fs as a result of white reference jitter with a

Table 5.1: Jitter transfer function verification result with sinusoidal reference jitter

(ωn = 1MHz).

Tref2out Tref2local Jitter Frequency

0.0043 0.433 0.1 MHz

0.0067 0.84 1.0 MHz

0.0003 0.04 10.0 MHz
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Figure 5.26: Introduced sinusoidal jitter (left-top), its histogram form (left-bottom),

observed PLL output (right-top), and its histogram form (right-bottom).
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Figure 5.27: Introduced white jitter (left-top), its histogram form (left-bottom),

observed PLL output (right-top), and its histogram form (right-bottom).
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peak-to-peak value of 100ps. Similar simulations are performed for different natural

frequencies of ωn = 0.5MHz, ωn = 1MHz, and ωn = 1.5MHz as Table 5.2 shows

numerical results, where the ability to filter the reference jitter degrades.

Table 5.2: Jitter transfer function verification result for white reference jitter.

Tref2out Tref2local ωn

0.00025 0.049 0.5 MHz

0.0013 0.207 1.0 MHz

0.0034 0.53 1.5 MHz

5.6.4 Transistor Level Implementation

This section summarizes the device level implementation of each building block

within the CP-PLL and provides the explicit schematics.

Differential VCO

Single-ended full-swing approach results in a better phase noise performance. Their

jitter characteristics are also better, since the jitter is proportional to the duration

the gain transistors are on. Full-swing minimizes the on-time of the gain transistors.

However, these comments are correct only if the operational environment is silent

enough which is not the case for nuclear and HEP experiments. Due to their lower

sensitivity to substrate and supply noise as well as lower noise injection into other

circuits on the same chip [90], differential signaling approach is chosen.

Fig. 5.28 shows the implemented ring-type Voltage Controlled Oscillator (VCO)

adopted with self-biasing [36] technique. It consists of three differential delay cells

(D) together with their biasing circuitry to minimize process dependencies. At

the output stage, however, differential low swing signal is converted (by D2S) to a

single-ended full-swing signal to be used within the CP-PLL.

Fig. 5.29 shows the delay cell and the biasing circuit used for both the delay cell

and differential-to-single end converter. Design is adopted from [36]. The signal bn

is the control voltage of the VCO which is generating the signal bp used by the load
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Self
Biasing
Circuit

D2S

Vctrl (bn) bp

Out
D D D

Figure 5.28: Top level view of self-biased 3-stage differential ring-type VCO with its

self-biased single-end converter.

transistors of the differential pair to establish process independence. Transistor sizes

and number of fingers are 12µ/0.12µ and 3 for pMOS devices whereas 34µ/0.12µ

and 17 for gain transistors. Tail transistor has a size of 64µ/0.12µ with a single

finger.

The important issues in RF VCO design are the accuracy of the device models

and the control curve of the VCO. We had two transistor models available in the

target technology for the VCO design: normal and RF. Since transistors with RF

model parameters give pessimistic results in terms of oscillation frequency, they

are used in schematic level simulations to better predict final result. However,

normal transistors are used in the layout. This choice can be justified based on

the validity regions of the device models which are constructed according to the

operation frequencies [6]. In case normal and RF models are interpreted as low

Figure 5.29: Delay cell for self-biased 3-stage ring-type VCO (left) and the biasing

circuit (right).
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in-

in+

in-

bn

Out

Figure 5.30: Implemented differential-to-single-end converter.

and high frequency models, then the question of at which frequency they diverge is

inevitable. A measurement result confirming such a divergence is given in the next

chapter based on a simple single-ended GVCO design.

Fig. 5.30 shows the implemented differential-to-single end converter with self bi-

asing technique using the same bn control voltage. The transistors in the biasing cir-

cuit and the output differential-to-single-end converter have the same corresponding

sizes and number of fingers. It should be noted that the last stage in differential-to-

single-end converter introduces the duty cycle error. Therefore, the serializer design

is modified accordingly such that only rising edges of the VCO output are used, thus

the duty cycle error introduced does not have any effect on the serializer operation.

However, by sacrificing half the energy of the signal at the output of differential

ring oscillator, an inherently 50% of duty cycle can be obtained [11]. Fig. 5.31 shows

an alternative differential-to-single end converter implementation. It consists of an

input differential pair and an output inverter together with their replicas to generate

reference signals ensuring proper operation and process independence. At the first

stage, signal is accepted and half of the energy is used to drive the inverter. The

tail current of input differential pair is adjusted by an opamp such that its output

common mode is kept equal to the transition point (VTH) of the output inverter.

This is guaranteed by the short-cut replica inverter generating the reference signal

for the opamp. Opamp tries to maintain the un-used output of replica differential

pair at the same voltage level as the replica inverter output by adjusting the tail
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Diff.
Input

−+
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Ref.
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Input diff. pair Replica diff. pair

Control voltage

Figure 5.31: Inherently 50% duty cycle diferential-to-single-end converter.

current. Inputs of replica differential pair is maintained at the common mode (CM)

level of the differential ring oscillator. This is done by either replicating a single

delay stage and short-cutting both of the outputs or using 3 taps in the VCO and

reserving one of them as the CM reference generator. Since the same tail current is

used at the input differential pair, output inverter generates an inherently 50% duty

cycle signal. Sizes of the inverters are equal and they are laid down closely.

Drawback of the implementation shown in Fig. 5.31 is the wasted input signal

energy. It manifests itself as a lower slew rate at the output inverter. Fig. 5.32

shows output signals (left) at a certain frequency and the derivatives (right) of

both. Since the implementation shown in Fig. 5.31 wastes half the input signal

energy, its output signal has a two times smaller slew rate compared to that of Fig.

5.30. Even though the slew rate can be increased by forcing a bigger current at the

output inverter, it decreases the robustness of the circuit. At higher frequencies,

this approach results in a non switching inverter which is catastrophic whereas the

implementation shown in Fig. 5.30 has always an oscillating output, even though

the output can loose the nominal voltage levels and generates a non-50% duty cycle

signal. Considering the above problems occurring at high frequencies and issues like

stability of control voltage that adjusts the current levels and mismatch between the

original stages and their replicas, the alternative approach is not used within the

production system.

Considering a PLL, VCO is the bottle neck in terms of operating frequency and

jitter performance as it is the block running at full speed. In our design, VCO is the
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Table 5.3: Technology process corners used for parameter extraction.

Index Corner T [Co] Vdd [V] Abbreviation

0 1 125 1.08 1 125 108

1 1 25 1.2 1 25 120

2 1 -20 1.32 1 -20 132

3 2 125 1.08 2 125 108

4 2 25 1.2 2 25 120

5 2 -20 1.32 2 -20 132

6 3 125 1.08 3 125 108

7 3 25 1.2 3 25 120

8 3 -20 1.32 3 -20 132

9 4 125 1.08 4 125 108

10 4 25 1.2 4 25 120

11 4 -20 1.32 4 -20 132

12 5 125 1.08 5 125 108

13 5 25 1.2 5 25 120

14 5 -20 1.32 5 -20 132

first block which is designed in device level and its parameters16 are extracted for 15

corners as listed in Table 5.3 from device level simulations to be used within verilog

environment before full behavioral PLL simulations. That is, in all the behavioral

simulations the VCO gain, Ko is a variable. Fig. 5.33 shows VCO control curves for

different process corners and Fig. 5.34 represents the derivatives of the fit functions

of these curves as the VCO gain. Worst case maximum operating frequency of the

VCO is approximately 5.7 GHz (upper dashed line in Fig. 5.33) which provides

enough margin considering the nominal operating frequency of 4.8 GHz (dotted line

in the plot). Cross sections of the dotted line and two circled curves represent the

minimum and maximum control voltages at locked state.

As the technologies scale down and VCO operating frequencies increase, rela-

16This includes control curve and duty cycle error parameters for different process corners.
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Figure 5.32: Output signals (left, red curve belongs to the alternative d2s) of both

d2s implementations and their derivatives (right, smaller height blue curve belongs

to the alternative d2s).

tively a high VCO gain is inevitable. This is not problematic considering basic PLL

dynamics, since the feedback divide ratio of 120 is also relatively large. High VCO

gain can result in poor jitter dynamics but keeping CP current low enough and

integrating as much filter capacitance as possible can be the remedy. Therefore,

techniques like control curve segmentation are not applied since they require cali-

bration and can cause disturbance in a radioactive environment which can not be

accessed physically during the operation.

Power consumption and jitter trades-off in ring oscillators. Also considering SEU

and SEL17 in a radioactive environment, the current consumption is kept relatively

high, since a possible ionizing particle should generate relatively a very small amount

of charge compared to the amount of charge that moves during nominal VCO op-

eration. Fig. 5.35 shows total power consumption as a function of control voltage.

Duty-cycle error as a function of process corner is given in Fig. 5.36.

The duty-cycle error introduced by the differential-to-single-end converter is in-

evitable and as seen in Fig. 5.36, it varies with the corner parameter set. This

17SEU and SEL stand for Single Event Upset and Latch-up, respectively.
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Figure 5.33: VCO control curves for 15 corners.
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Figure 5.34: VCO gain curves for 15 corners with lines drawn at maximum.
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Figure 5.35: VCO total power consumption for 15 different process corner index.
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Figure 5.36: VCO output duty cycle error as a function of corner index.

results in a systematic jitter at the output of the serializer. The actual 4:1 MUX

blocks are replaced by the switches imitating the 4:1 MUX functionality to remove

the correlation between the VCO duty-cycle error and the output jitter. The proper

functioning of the resulting serializer design depends only on the rising edges of the

clocks involved.

Feed-Back Divider

The feedback divider within CP-PLL (Fig. 5.13) is also used to generate the clock

signals for the serializer (Fig. 5.12), namely the Load, fbit/4 and Qi signals. It

consists of two different dividers: divide-by-four (%4) and divide-by-thirty (%30),

thus a total division ratio of 120.

Fig. 5.37 shows the %4 part. It consists of four D-FFs, an SR-FF and a 3-

inputs NOR gate closing the feedback loop. It is important for the serializer to have

precisely equally spaced rising edges controlling the switches in Fig. 5.12. The %4

block shown in Fig. 5.37 guarantees that the Qi signals are equally spaced; note
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Figure 5.37: Divide-by-four part of the feedback divider and its timing diagram.

that the serializer does not use falling edges of any clock signal to avoid duty-cycle

related problems introduced by differential-to-single-end converter placed after the

VCO.

The divide-by-30 block of the feed-back divider is basically a counter with triple-

redundancy scheme. At every 30 count, it generates the Load signal, so once per

120 VCO cycles, the 120-bits word is loaded into the four 30-bits registers to be

serialized.

Phase/Frequency Detector

Fig. 5.38 shows the implemented PFD consisting of two edge detectors (ED) and a

NOR gate for resetting. D inputs of the edge detectors are always kept at logic 1. As

the phase difference between the inputs of the PFD decreases, the up or down signal

widths decrease accordingly. Fig. 5.39 shows the edge detector implementation

where all the nMOS and pMOS devices have sizes to achieve equal current driving

capability. The design is adopted from [109].

D Q

S Q
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D Q

S Q
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"1"
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Figure 5.38: Implemented phase/frequency detector.
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Figure 5.39: Implemented edge detector.

Charge Pump and Loop Filter

Programmable charge pump is shown in Fig. 5.40. It is a conventional binary voltage

to current converter consisting of pass-gates which are controlled by PFD output

signals, u and d, a D/A18, and a basic voltage follower, VF. As the PFD outputs

u and d, pass-gates switch the circuit from one configuration to the other, and the

current mirrored by the transistors (T1-T5) is pumped into/from the output load

accordingly. VF keeps its input and output at the same voltage level preventing the

so-called charge sharing phenomenon to occur. The amount of current is determined

by the D/A with steps of 1µA. The adjustable resistor formed by R-network, and

capacitors, C1 and C2 formed by C and C ′ networks, can have values which are

integer multiples of 2.5K, 15pF, and 1pF, respectively.

18D/A stands for digital-to-analog converter.
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Figure 5.40: Implemented charge pump and low-pass filter.
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Chapter 6

Burst-Mode CDR

As a possible functional extension in GBT, packet- or burst-capable clock and data

recovery design and implementation details will be presented in this section.

6.1 Introduction

Clock and data recovery (CDR) is a critical function in high-speed transceivers.

Such transceivers serve in many applications, including optical communications,

back-plane routing, and chip-to-chip interconnects. The data received in these sys-

tems are both asynchronous and noisy, requiring that a clock be extracted to allow

synchronous operations. Furthermore, the data must be re-timed such that the

jitter accumulated during transmission is removed. CDR circuits must satisfy strin-

gent specifications defined by communication standards, posing difficult challenges

to system and circuit designers.

In order to perform synchronous operations such as re-timing and de-multiplexing

on random data, high-speed receivers must generate a clock. As illustrated in Fig.

CDR

D   Q
Jittery
Input

Recovered
Data

Recovered
Clock

DFF

Figure 6.1: Clock and data recovery operation.
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6.1, a clock recovery circuit senses the data and produces a periodic clock. A D-type

flip-flop (D-FF) driven by the clock then re-times the data (i.e., it samples the noisy

data), yielding an output with less jitter. As such, the flip-flop is sometimes called

a decision circuit. The clock generated in the circuit of Fig. 6.1 must satisfy three

important conditions:

1. It must have a frequency equal to the data rate; for example, a data rate of 10

Gb/s (each bit 100 ps wide) translates to a clock frequency of 10 GHz (with a

period of 100 ps).

2. It must bear a certain phase relationship with respect to data, allowing opti-

mum sampling of the bits by the clock; if the rising edges of the clock coincide

with the midpoint of each bit, the sampling occurs farthest from the preceding

and the following data transitions, providing maximum margin for jitter and

other timing uncertainties.

3. It must exhibit a small jitter since it is the principal contributor to the re-timed

data jitter.

CDRs usually use PLLs to control the decision circuits, thus the dynamics of

a PLL based CDR is determined by the dynamics of the PLL itself. PLLs are

relatively slow feed-back systems suitable for continuous communication. A PLL

may need a few µs to lock; this is acceptable in continuous transmission because

adding a sufficiently long header (preamble) could solve the problem of locking, since

this would be done only once at the beginning of the communication.

6.1.1 Burst-Mode Network

Suppose the communication is not continuous- but packet- or burst-mode, i.e. the

receiver is not supposed to accept continuous data from a single transmitter but to

accept data in the form of packets from different transmitters as seen in Fig. 6.2.

The Tx blocks are not synchronous and their data rates, logic levels and protocols

can be different. The burst-mode receiver is supposed to extract frequency, phase,

logic level and protocol out of the data package that it processes within a very short
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Figure 6.2: Burst-mode network.

period. The aim is the acceptance of the data which is usually not a long string,

thus which can not have sufficiently long header for a PLL based CDR to lock. In

case a PLL based CDR is used, considering a few Gbit/s transmission rates, an

unacceptable amount of data would be lost in the transmission before the PLL locks

to the incoming data.

Burst-mode CDRs come into play in this scene. They are designed to lock to

the incoming data in only a couple of transitions [37] within the header or preamble

which precedes each packet. The receiver ”learns” what type of a data packet it is

processing within the header and then using this knowledge, it parses the data, a

process known as data acceptance.

6.1.2 CDR Classification

Considering the international literature, there is not a strict classification convention

for CDRs. However, it would be useful to have one such that the number of architec-

tural choices becomes evident taking their pros and cons into account. Behaviorally

the CDR architectures can be classified as

1. continuous versus burst mode [97], depending on the mode of communication

2. closed loop versus open loop

3. filter-based versus over-sampling

4. clock delay versus data delay [94]
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5. digital versus analog

and depending on different system requirements, CDRs can be based on

1. PLL - Phase Locked Loop

2. DLL - Delay Locked Loop

3. Semi and/or blind over sampling [63] [64] [98]

4. FSM - Finite State Machine [108]

5. GVCO - Gated Voltage Controlled Oscillator [67]

6. Hybrid

leading to a large number of different possibilities taking the combinations they can

form into account. Because of space limitations, listing all those possible architec-

tures is not possible. However, several representative examples from the interna-

tionally published literature will be briefly mentioned in the following subsections.

Generic Continuous-Mode Closed-Loop PLL-Based CDR

Fig. 6.3 shows a dual-loop PLL architecture which would sit inside the CDR block

of Fig. 6.1 forming a continuous-mode closed-loop CDR. The operation principle of

a PLL is extensively represented in the previous chapter and in Appendix A. The

two loops, namely coarse and fine, lock the local VCO to the incoming data first in

terms of frequency and then in terms of phase, respectively. The block in Fig. 6.3

recovers the clock where, as seen in Fig. 6.1, D-FF recovers the data by clocking it

with this recovered clock.

It is a closed-loop architecture because of the fact that it has a feed-back or in

other words it is a control loop with a controller and a plant being controlled via

a feed-back path. It is continuous-mode because the locking process is rather slow

requiring relatively a long time resulting the fact that it can not be used to instan-

taneously lock to the incoming data. This, in turn, requires that the communication

should be maintained in a continuous manner in order not to have to lock again and

again.
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Figure 6.3: A PLL-based CDR architecture with fine and coarse adjustments.

In such an architecture, there are issues concerning the co-operation of the two

different controllers trying to adjust the behavior of the same plant. In case the

loop parameters are not chosen properly, they can conflict leading to operation

failure [91].

Burst-Mode Delay-the-Data Based CDR

Fig. 6.4 depicts a CDR architecture capable of handling packet- or burst-mode

communication. In this architecture the incoming data are introduced a variable

delay to coincide them with the clock, CK, such that the properly delayed Din can

be clocked by the Data Re-time which is basically a D-FF. Phase detector compares

the, e.g. rising edges, of both CK and Din for the loop filter to be able to generate the

control signal adjusting the amount of delay in variable delay block. Edge detector

adjusts the time constant of the loop filter such that when there are no transition

in the incoming data, Din, the delay remains the same.

The architecture is burst-mode because locking is very fast, thus suitable for short

words of incoming data whereas a continuous stream can not be handled properly.

This architecture is limited by the amount of delay which can be introduced to

the incoming data [94]. The maximum delay that can be introduced is usually a

few clock cycles of the frequency with which the incoming data are formed. In a

continuous-mode communication, however the timing error can integrate indefinitely
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Figure 6.4: A burst-mode CDR architecture based on delaying the incoming data.

and the delay block can not compensate such an error continuously. Therefore, it is

suitable only for burst-mode transfer.

Burst-Mode Open-Loop Gated-VCO Based CDR

Fig. 6.5 represents an open-loop packet-capable CDR architecture where the incom-

ing data stream is clocked by a local oscillator, Gated-VCO. At every transition of

the digital input, the phase of the local oscillator is reset via simply being restarted.

Gating circuit generates the restarting or gating signal which in turn resets the local

oscillator’s phase. D-FF parses the incoming data with the clock generated by the

gated-VCO.

The architecture is quite responsive as it can instantaneously lock the local os-

cillator to the incoming data. The issue is that if the frequency with which the

incoming data has been formed is different enough from that of the local oscillator,

then the D-FF would generate wrong output. This architecture must employ an

Figure 6.5: A burst-mode CDR architecture based on gated VCO.
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ordinary PLL to keep this difference at a reasonable level (it is open-loop). As an

example, considering 8b-10b line encoding [95], the maximum number of consecutive

identical bits (CIB) would be 5. This leads to a frequency difference tolerance of,

at maximum, 20%. That is, as a worst case scenario, if the difference between the

two frequencies is less then 20%, communication is expected to be successful.

One of the key issues of such an architecture is that the length of gating signal

must be as constant as possible [37] against process and mismatch corners of the

technology. It is usually chosen to be the half of the incoming data bit length to

coincide, e.g. the rising edge of, gated-VCO with the incoming data, thus the D-FF

can parse properly.

Continuous-Mode Closed-Loop Blind-Oversampling Based CDR

Fig. 6.6 shows a blind-oversampling based CDR suitable for continuous communi-

cations [64]. Serial data stream is blindly parsed or clocked by a multi-phase local

oscillator and the slices are stored in sample storage. Bit boundaries are detected in

the relevant block and the slice which is equally far from the preceding and the next

transition instances is taken as the accepted incoming data bit by data reduction

block. To define the bit boundaries, an algorithm is executed which requires some

time. After the completion of the algorithm execution, the best slice is chosen to be

the sampled input.

Contrary to the general misconception, blind-oversampling architectures can pro-

Figure 6.6: A continuous-mode CDR architecture based on blind oversampling.
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vide results comparable1 to conventional CDRs as discussed in detail in [64]. One

of the issues involved is the minimization of the execution time of the bit boundary

detection algorithm.

Continuous-Mode Closed-Loop Semi-Blind Oversampling Based CDR

A blind-oversampling CDR tracks the high-frequency jitter of the input data stream,

but is limited at low-frequencies by the size of its FIFO [64]. A phase-tracking

CDR, on the other hand, tracks jitter at frequencies below ω−3dB of its loop filter,

but performs poorly beyond this frequency [65]. Fig. 6.7 depicts a semi-blind-

oversampling based architecture [63] which produces a jitter tolerance equal to the

product of the jitter tolerances of a phase-tracking CDR and a blind-oversampling

CDR. Therefore it increases the low-frequency jitter tolerance by a factor of 32

(limited by the FIFO size).

This is also a good example of how a hybrid architecture can be formed via

combining two different approaches to benefit from the attractive properties of both,

namely the high-frequency jitter-tracker blind over-sampling and the low-frequency

jitter-tracker filter-based architectures.

Figure 6.7: A continuous-mode CDR architecture based on semi-blind oversampling.

1Bit error rates of the order of 10−12
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Burst-Mode Finite State Machine Based CDR

Fig. 6.8 shows a CDR architecture using a finite state machine (FSM) with 2:1

MUX functionality [108] and the state diagram. Each arrow in the state diagram

corresponds to a state transition in FSM. The binary value on the arrow represents

the current value of the input. For the 1:2 de-multiplexer, the FSM has a total of

eight states. The FSM stays in each state for a period equal to the length of the

input data. Then it transitions to the next state, based on the input bit. The prime

superscript in the state name is equivalent to the select line of a conventional de-

multiplexer. States with prime superscript correspond to the ones for which input

bit effects out2. The first subscript in the state name is the current input bit and

the second subscript is the previous input bit stored to hold the un-effected output.

As reported in [108], the architecture can perform 1:n de-multiplexing without

additional clock recovery phase-locked loop or sampling blocks. The FSM is formed

with combinational logic and analog LC transmission line delay cells in a feedback

loop. The FSM responds to input data transitions instantaneously and sets the

outputs. The system reduces unit interval jitter by a factor of de-mux’ing ratio (n).

The feed-back delay of Tb is an issue in the architecture. The architecture is

actually accompanied with a replica FSM as local ring oscillator [108] forming a

delay locked loop (DLL) to keep Tb at its nominal value, since the timing operation

strictly depends on it.

Figure 6.8: A burst-mode CDR architecture (left) based on FSM and its state

diagram (right).
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6.2 Architecture

This section deals with the CDR which is designed to be capable of handling both

continuous- and burst-mode communications. The architecture is based on the CP-

PLL presented in Chapter 5 and an adopted GVCO based blind parsing methodol-

ogy.

Fig. 6.9 shows the burst-mode CDR architecture adopted from [37]. It consists

of a CP-PLL to generate the local 4.8 GHz clock via GVCO2 and more importantly

the control voltage, Vctrl which will be used also for the GVCO1 laid down closely to

GVCO2. In addition to a CP-PLL control loop, the architecture has a blind parser

consisting of an Edge Detector, ED, a local oscillator, GVCO1, and a data type

flip-flop, D-FF. Every time the digital input (Din) introduces a transition to ED, a

gating signal is generated to restart GVCO1 such that the phase error between the

incoming data and the GVCO1 is corrected instantaneously. Incoming data are also

introduced to the D-FF to be parsed by the clock generated by GVCO1. GVCO1

and GVCO2 are not locked in any means. They are identical and use the same

control voltage such that their oscillation frequencies are close.

The requirement at the extreme case is that the period difference between the two

oscillators to be less than 20% thanks to the line coding and error correction schemes

used. It is guaranteed by them that the number of CIB is 5 at worst case [95], thus

the requirement of 20% frequency difference between the two oscillators. Every time

D-FF

G-VCO1 G-VCO2ED

LPFCPPFD

%120

Din Dout

Gating

Vctrl

Signal

ClkLHC

CKout

Figure 6.9: The burst-mode CDR architecture implemented.
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a Din transition occurs, the phase error is reset such that the accumulated phase

error in the local VCO is inherently limited to one period, therefore the frequency

difference should be minimized as much as possible especially at layout level.

6.3 Transistor Level Implementation

Fig. 6.10 shows the test circuit used in spice simulations for proof-of-concept. It

employs a PRBS generator2 as the input random data, the edge detector (ED) to

generate the gating signal starting/stopping the GVCO, a buffered GVCO whose

clock signal is used to blindly parse the incoming data by the D-FF and an equalizing

delay to remove process variations from the timing operation.

PRBS
Generator

Delay Gating
Signal

&

VctrlEdge Detector

D   Q

Buffer

Eq. Delay

GVCO

Differential
Gating Signal

Recovered
Clock

Data
Recovered

GVCO
Output

GVCO

Figure 6.10: Simplified circuit of burst-mode CDR for simulation.

The delay within ED is set half the incoming bit width so the rising edge of the

buffered output should arrive at D-FF nominally in the middle of each bit. It has a

severe function of being quite precise and independent from process variations, thus

it is implemented as a delay line with equally sized inductors and capacitors as in

Fig. 6.11. The delay at low frequencies is

Td =
2L

R
(6.1)

2PRBS stands for Pseudo Random Bit Sequence.
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L L

C C
in out

Figure 6.11: Delay line circuit implemented.

where R is the terminating resistor not shown in the figure. Terminating resistor is

set according to impedance matching requirements. To improve the loss and group

delay of the delay line at frequencies above 1GHz, the impedance of the delay line

which is

Zh =

√

L

C
(6.2)

should also be matched with the terminating resistor.

Fig. 6.12 shows the test structure arranged to measure the control curve and

the jitter performance of the gated-VCO. It consists of a buffered GVCO followed

by a divide-by-64 for enabling to use an ordinary oscilloscope to see the waveform.

The divider is a sequence of 6 divide-by-twos where the first two are implemented

%64 D   Q
Gating
Signal

Vctrl

BufferD-FFDivider

Output
pad

BufferGVCO

Vctrl

G
at

e

out

640n/120n

nf=2

nf=2

320n/120n

560n/120n

nf=1

Figure 6.12: Schematic of gated VCO test structure.
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Figure 6.13: Fast TSPC D-FF.

in dynamic TSPC3 [66] and the last four are in static-logic. Fig. 6.13 shows the

dynamic D-FF implementation. All the pMOS and nMOS transistors are two-

fingered and have the same sizes of 2µ/0.12µ and 0.56µ/0.12µ, respectively.

For the DFF to function properly at 5GHz, there are some issues which must be

addressed. Usually flip-flops are characterized by a set of timing constraints defining

minimum time intervals during which specific signals must be held steady in order

to ensure the correct functioning. Timing constraints include measures like setup

time, hold time, recovery time, and minimum pulse width. The D-FF shown in Fig.

6.13 can work up to 10 GHz with a reasonable margin.

The GVCO has the simplest possible architecture: it has neither a special biasing

circuitry nor any process-and-mismatch minimization scheme. Before the output

pad driving buffer at the very end, the output of %64 block is clocked by the original

buffered GVCO so that the jitter seen at the output of the test structure is expected

to be very close to that of the original GVCO under test. Fig. 6.14 shows the layout

of the test structure which is tested successfully.

3TSPC stands for True Single Phase Clock.

December 17, 2007



6.4. Simulation Results 153

Figure 6.14: Layout of gated VCO (10x4µm2) test structure .

6.4 Simulation Results

Fig. 6.15 shows the waveforms at the input and the output of the delay line. The

delay between the two waves vary less than 1.5 ps between extreme corners as seen

in Fig. 6.16.

Fig. 6.17 shows the signals involved in a burst-mode acquisition where the tran-

sition of the input data generates the gating signal for stopping and starting the

GVCO which parses the incoming stream to accept the data. A long CIB is visi-

Figure 6.15: Delay line transient response.
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Figure 6.16: Delay variation as a function of process corner where input signal height

is 1V and rise/fall times are chosen to be 20ps.

ble at the beginning during which the GVCO jitter is accumulated until the next

transition: when the transition occurs, the gating signal is generated and GVCO is

restarted in such a way that the phase error between the oscillator and the incoming

data is reset.

It should be noted that at each transition of incoming data, gating signal is

generated even in a perfectly locked state. So one can expect a slight disturbance or

jitter in the clock signal. However in case the frequency difference between the two

GVCOs is less than 20%, this should not result in output jitter. Because, provided

that the difference is less than a certain value, e.g. 20%, then the final recovered

data could be clocked by a system clock, removing timing uncertainty. Once the

data are accepted properly re-timing can be done at any level.

The frequency difference between the two oscillators can be estimated by MC

simulations. Two GVCOs are simulated with their control voltages equally set and

the gating signals are maintained at Vdd.

Fig. 6.18 shows the distributions of frequency difference between the two GV-
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Figure 6.17: Burst-mode operation showing the input data stream (bottom), output

of the gating circuit (ED), output of the local GVCO (recovered clock) and the

recovered data stream (top), respectively.

COs, the output frequencies of the GVCO1 and the GVCO2 for 200 runs. The

left-most distribution has a worst-case peak-to-peak frequency difference of approx-

imately 1 GHz while the output frequencies of the GVCOs are approximately 7.2

GHz, corresponding to a frequency difference of less than 14% ((1.0/7.2) · 100).

However as the biasing strength decreases, that is, as the Vctrl controlling the

current levels decreases, variation in frequency difference increases. Additionally,

the variation in terms of percentage goes up even faster, since also the operating fre-

quency drops down. Fig. 6.19 shows the same distributions with a lowered Vctrl. The

left-most distribution has a worst-case peak-to-peak frequency difference of approxi-

mately 1.25 GHz while the output frequencies of the GVCOs are approximately 5.24

GHz, corresponding to a frequency difference of less than 24% ((1.25/5.24) · 100).

For both of the simulations, the standard deviation is less than 300MHz, however

the peak-to-peak distance is considered. Concluding the above simulation results,

at worst-case, the CDR can fail as the frequency difference can exceed 20 % peak-
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Figure 6.18: MC simulation results showing the frequency difference distribution

between the two GVCOs (left-most) and the output frequency distributions of both

the GVCOs (middle and right-most) when Vctrl = Vdd.

December 17, 2007



6.4. Simulation Results 157

Figure 6.19: MC simulation results showing the frequency difference distribution

between the two GVCOs (left-most) and the output frequency distributions of both

the GVCOs (middle and right-most) when Vctrl = Vdd/2.
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Figure 6.20: MC simulation results showing the frequency difference distribution

between the two VCOs (left-most) and the output frequency distributions of both

the VCOs (middle and right-most); see text.
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to-peak. For the purpose of testing the architecture, it does not have a significant

effect, though, since a very small number of chips are expected to fail.

Even though the very first test structure is fabricated with the GVCO depicted

in Fig. 6.12 on a shared-wafer, the VCO developed for the CP-PLL will be used

for the production system. The same set of simulations are performed on the VCO

developed for the CP-PLL in the previous chapter. Two VCOs are created and

biased in the same way. Fig. 6.20 shows the same distributions for the VCO where

the frequency difference distributions between the two VCOs (left-most ones) and

the output frequency distributions of both the VCOs (middle and right-most ones)

are shown for two cases: Vctrl = Vdd corresponding to the maximum operating

frequency and Vctrl = 495mV corresponding to the nominal operating frequency.

As seen from the distributions, variation in the difference between the two VCO’s

operating frequencies is almost independent from the MC parameters in use. The

left-most distribution on the top row has a worst-case peak-to-peak frequency dif-

ference of approximately 0.5 GHz while the output frequencies of the VCOs are

approximately 4.9 GHz, corresponding to a frequency difference of approximately

10 % ((0.5/4.9) · 100).

The right-most distribution on the bottom row has a worst-case peak-to-peak

frequency difference of approximately 0.4 GHz while the output frequencies of the

VCOs are approximately 9.77 GHz, corresponding to a frequency difference of ap-

proximately 4 % ((0.4/9.77) · 100).

Finally, Fig. 6.21 shows the frequency difference distributions with control volt-

age as the parameter. The variation in frequency difference between the two oscil-

lators along the control curve is acceptably narrow and is fairly independent from

the control voltage, or equivalently from the operating frequency.

Concluding the above simulation result, the special biasing scheme used within

the VCO establishes the process and mismatch independence required by the ar-

chitecture. Even in the worst-case conditions, the VCO can perform with a 50 %

margin.
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Figure 6.21: MC simulation result of differential VCO, showing the frequency dif-

ference distribution with Vctrl as the parameter.

6.5 Measurement Results

At the time of writing the only available measurements relate to the test structure

of Fig. 6.12. The setup is shown in Fig. 6.22. Fig. 6.23 plots the measured and MC

simulated control curves of the GVCO where the output frequency is multiplied by

64. Even though the measurement seems to be within MC boundaries, this is not

certain, since only one chip is available for testing. Additionally the Vdd is set to

1.44V whereas the Vctrl is set equally in both of the cases between 0.35 V and 1.2

V. The reason for the increased Vdd is that the fabricated circuit did not generate

a meaningful output signal when the Vctrl exceeds 0.7 V. Such a condition could

not be re-produced in simulation. This is most probably related to the effects of

pre-fabrication steps, which can not be simulated because they (e.g. chip filling)

are performed by the foundry, and the accuracy of the transistor models in use, as

discussed in Chapter 7. The measured power spectrum at the output is given in

Fig. 6.24 where the GVCO frequency is 3.84 GHz.

The ambiguity at the rising edge, which is just after the one oscilloscope trig-

gers with, is interpreted as the cycle-to-cycle jitter. Its overlapped waveform and

histogram are depicted in Fig. 6.25. The cycle-to-cycle jitter distribution has a

standard deviation of 13.08ps. However the oscilloscope used has a limited band-

width of 500 MHz with an internal jitter. 13.08ps includes the jitter of the oscillo-
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Figure 6.22: The GVCO test setup.

Figure 6.23: The measured and MC simulated control curves of the single-ended

GVCO.
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Figure 6.24: The measured output power spectrum of the single-ended GVCO.

Figure 6.25: The measured overlapped waveform of the single-ended GVCO at the

first rising edge after the one at which the oscilloscope triggers.

December 17, 2007



6.5. Measurement Results 163

Figure 6.26: The measured overlapped waveform of the single-ended VCO at which

the oscilloscope triggers.

scope which must be subtracted. Fig. 6.26 shows the overlapped rising edge wave

form and its histogram form at which the oscilloscope triggers with. At this edge,

there should not be any timing un-certainty related to the input signal. The jit-

ter at this edge (9.52ps) is interpreted as the jitter associated to the measurement

system. To subtract the jitter distribution belonging to the measurement system

from the cycle-to-cycle jitter at the second rising edge in order to find the jitter

associated to the GVCO under test, a simple squared arithmetic is performed as

JV CO,C2C =
√

13.082 − 9.522 = 8.97 ps where JV CO,C2C is the cycle-to-cycle jitter

associated to the GVCO only. The output frequency is 60MHz, that is, the VCO

oscillates at 64x60 MHz=3.84 GHz. This corresponds to a period of 1/3.84 GHz=260

ps and the oscillator jitter in units of UI4 becomes 8.97/260=0.0345 UI or 3.45 %

of VCO output period.

4UI stands for unit interval.
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Chapter 7

Conclusions

7.1 The CMAD

Three versions of the binary read-out ASIC for RICH-I detector system of COM-

PASS experiment at CERN are designed. The last chip, called CMADv3 or the

CMAD, is the production chip which will be used in the experimental system. The

ASIC is implemented in a commercially available 0.35µm CMOS technology. It

amplifies the signals coming from fast multi-anode photo-multipliers and compares

them against a threshold generated on-chip on a channel by channel basis. The

chip provides operational flexibility via adjusting the gain of the channel, setting

the level of baseline and the channel threshold independently for each processing

channel. The full-custom front-end ASIC CMAD which has 8 identical channels is

successfully tested.

The CMAD has an adjustable gain between 0.4 mV/fC and 4.8 mV/fC, con-

trary to the old system where the gain was fixed at 4 mV/fC. The channel noise,

or equivalently the ambiguity in setting the channel threshold is less than 5mV

peak-to-peak where a single channel can sustain an efficiency of more than 90% at

an input pulse frequency of 6 MHz. The CMAD fulfills all design requirements

needed by the application in COMPASS RICH-I detector. The ASIC is scheduled

to be installed in COMPASS experiment in 2008.
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7.1.1 Design Motivation for the Last Prototype

The measurement results acquired with CMADv2 showed that the offset between the

channels, contributed by all the building blocks, was larger than expected according

to the calculations confirmed by the simulations. Fig. 7.1 shows a measurement

result representing the offset problem. The offset between the channels, which can

be as big as 50 mV according to the measurements, could not be re-produced in the

simulation with a comparable level.

A possible reason is the fact that some pre-fabrication processes, such as the

so-called chip filling, are not done in-house but by the technology provider. There-

fore MC simulations we performed can not include numerically the effect of those

steps performed at pre-fabrication phase. Even though good layout practices were

followed, they are not necessarily supposed to be capable of suppressing such effects

to the degree that simulations of the extracted circuit results in.

Figure 7.1: The measurement result showing the offset problem; an identical setting

resulting in different effective channel thresholds for different channels and different

chips.
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Instead of investigating possibilities of re-designing relevant blocks from scratch,

which requires relatively a longer time period, we preferred to follow a more practical

approach as the remedy to the offset problem as follows.

In CMADv2 prototype, the two most significant bits of the D/A setting the

baseline at the output of the shaper and the threshold of the comparator were

connected. Therefore these two references were not completely independent, making

less room for channel equalization. In the last design, references for baseline and

channel threshold are separated. Additionally, longer output transistors are used

within the current sinks to further suppress for possible device mismatches, requiring

a trivial set of modifications on the layout.

Controlling the baseline and the threshold requires that two D/As must exist

per channel instead of one, thus 16 per chip instead of 8. Even though this results

in a bigger chip area and a higher power consumption, the decision is still consid-

ered acceptable. This is because of the fact that there were enough space to host

Figure 7.2: Measured s-curve after equalization.
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an additional D/A of the same size and the power consumption quota was ahead

compared to the amount needed by the channels. Moreover, the so-called channel

equalization is a standard calibration procedure in this type of HEP applications.

Therefore in practice, the modifications performed do not require extra effort of any

type. Additionally, the resulting functionality is fully compatible with the existing

read-out system, leading to no need for any modification in it.

Fig. 7.2 shows a measured s-curve after equalization and the sub-frame is a

zoom to the region where the effective channel threshold is. As seen from the

zoomed region where the s-curve fits are shown, the maximum difference between

the effective channel thresholds is less than 2% of a single digit, corresponding to a

practical zero.

7.1.2 Outlook

Even though the radiation tolerance required from the CMAD is relatively relaxed

as it is going to reside in a location where a low radiation level is expected, it still

needs to be tested against radiation-hardness. At the time of writing, however, no

radiation test results are available. We hope to irradiate the chip and perform the

relevant radiation tolerance measurements in very near future.

7.2 The CP-PLL based serializer and the burst-

mode CDR

The serializer based on a charge-pump phase-locked loop is designed for the GBT13

transceiver ASIC, which has been under development for the upgrade of the LHC.

The circuit is implemented in a commercial 130nm CMOS technology. The se-

rializer depends on the CP-PLL to function properly, therefore the emphasis is

maintained on the CP-PLL loop parametrization. In the framework of this thesis a

software tool, namely the CaPPeLLo1, is developed for fast evaluation of CP-PLL

loop behavior which would ease the future developments. Additionally a burst-mode

1CaPPeLLo stands for Charge-Pump Phase Locked Loop parametrizer.
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capable clock and data recovery circuit, consisting of two adopted architectures, is

designed with the same technology as a possible functional extension to the GBT13

transceiver.

In deep sub-micron technologies the performance of circuits depend on many

effects related to the layout to an extent which is much greater than that for older

processes. General comments on the pre-fabrication phase made for the CMAD also

hold. Therefore in the relatively-recent technology used, the layout work should

be introduced in a very early stage since it has a more pronounceable contribution

to the final performance. Considering the building blocks of the serializer, related

layout and schematic designs are un-separable.

An important issue in RF design is the accuracy of the device models. We had

two transistor models available for the GBT design, namely normal and RF. Critical

blocks, such as the VCO, are designed using both of the models to better predict

the behavior of actually fabricated chips. This approach can be justified based on

the validity regions of the device models which are constructed according to the

operation frequencies. In case normal and RF models are interpreted as low and

high frequency models, respectively, then the question of at which frequency they

diverge is inevitable. As the serializer operates at a moderate frequency of 4.8 GHz,

relatively a large difference between simulations and actually fabricated chips can be

expected. Test prototypes for the building blocks are designed and they are either

fabricated on shared projects or are at the process of being submitted for fabrication.

However at the time of writing, only a very limited number of measurements which

are presented in this thesis, are available.

7.2.1 Outlook

As the project is still in its relatively early stages, there is going to be several

prototyping cycles prior to the production system. In the future developments, the

collaboration plans to integrate and to test the full serializer and the burst-mode

CDR at full speed. Additionally after the functional verification, extensive radiation

tests are to be performed since the ASIC is expected to experience high levels of

ionizing radiation.
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[16] Ö. Çobanoǧlu, CP-PLL iVerilog model, http://www.ph.unito.it/~cobanogl

/ CDR / iVerilogPLLtutor / iVerilogPLLmodel byOC.htm

[17] Cadence Design Systems, www.cadence.com

[18] M. Laub, Development of opto-mechanical tools and procedures for the new

generation of RICH-detectors at CERN, PhD dissertation, Prague Technique

Univ., Prague, 2001
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[85] Ö. Çobanoǧlu, Embedded D/A Converters for High Energy Physics Instru-

mentation, 4th Eurasian Conference, Nuclear Science and Its Application,

Baku, Azerbaycan, 2006

[86] P. Moreira, private communication

[87] Snoeys W., Anelli G., et al., Integrated circuits for particle physics experi-

ments, IEEE Journal of Solid-State Circuits, Vol. 35, No. 12, 2000

[88] Austria Micro Systems, 0.35µm Process Manual, ENG-228

[89] B. Razavi, Design of Integrated Circuits for Optical Communications, Chicago,

McGraw Hill, 2002

[90] A. Hajimiri et al., Jitter and Phase Noise in Ring Oscillators, IEEE Journal

of Solid-State Circuits, Vol. 34, No. 6, 1999

[91] B. Razavi, Design of Analog CMOS Integrated Circuits, ISBN 0-07-238032-2

[92] F. M. Gardner, Phase-lock Techniques, John Wiley & Sons

[93] F. M. Gardner, Charge-Pump Phase-Lock Loops, IEEE Journal of Solid-State

Circuits, Vol. Com. 28, No. 11, 1980

[94] T. Y. K. Wong et al., A 10GB/s ATM Data Synchronizer, IEEE Journal of

Solid-State Circuits, Vol. 31, No. 10, 1996

[95] G. Papotti, Architectural Studies of a Radiation-Hard Transceiver ASIC in

0.13µm CMOS for Digital Optical Links in High Energy Physics Applications,

Ph.D. thesis, University of Parma, January 2007.

[96] S. Gogaert et al., A Skew Tolerant CMOS Level-Based ATM Data-Recovery

System without PLL Topology, IEEE Custom Integrated Circuits Conference,

1997

December 17, 2007



Bibliography 178

[97] M. Nakamura et al., A 156 Mbps CMOS Clock and Data Recovery for Burst-

Mode Transmission, Symposium on VLSI Circuits Digest of Technical Papers,

1996

[98] C. K. K. Yang, A 0.5-µm CMOS 4.0-Gbit/s Serial Link Transceiver with Data

Recovery Using Oversampling, IEEE Journal of Solid-State Circuits, Vol. 33,

No. 5, 1998

[99] R. S. Co et al., Optimization of Phase-Locked Loop Performance in Data

Recovery Systems, IEEE Journal of Solid-State Circuits, Vol. 29, No. 9, 1994

[100] R. C. Walker, Designing Bang-Bang PLLs for Clock and Data Recovery in

Serial Data Transmission Systems, pp. 34-45, a chapter appearing in ”Phase-

Locking in High-Performance Sytems - From Devices to Architectures”, IEEE

Press, 2003, ISBN 0-471-44727-7

[101] J. Lee et al., Analysis and Modeling of Bang-Bang Clock and Data Recovery

Circuits, IEEE Journal of Solid-State Circuits, Vol. 39, No. 9, 2004

[102] M. Thamsirianunt, CMOS VCOs for PLL Frequency Synthesis in GHz Digital

Mobile Radio Communications, IEEE Custom Integrated Circuits Conference,

1995

[103] M. H. Perrot et al., A Modeling Approach for Sigma-Delta Fractional-N Fre-

quency Synthesizers Allowing Straightforward Noise Analysis, IEEE Journal

of Solid-State Circuits, Vol. 37, No. 8, 2002

[104] F. M. Gardner, Hangup in Phase-Lock Loops, IEEE Trans. Commun., Vol.

COM-25, pp. 1210-1214, 1977

[105] McNeill, J.A., Jitter in Ring Oscillators, IEEE Journal of Solid-State Circuits,

Vol. 32, No. 6, 1997

[106] G. Nash, Phase-Locked Loop Design Fundamentals, Motorola Application

Note, AN535, 1994

December 17, 2007



Bibliography 179

[107] A. A. Abidi, Phase Noise and Jitter in CMOS Ring Oscillators, IEEE Journal

of Solid-State Circuits, Vol. 41, No. 8, 2006

[108] Instantaneous Clock-less Data Recovery and De-multiplexing, Behnam Analui

and Ali Hajimiri, IEEE Transactions On Circuits and Systems-II: Express

Briefs, Vol. 52, No. 8, August 2005

[109] V. von Kaenel et al., A 320 MHz 1.5 mW at 1.35 V CMOS PLL for Micro-

processor Clock Generation, IEEE Journal of Solid-State Circuits, Vol. Com.

28, No. 11, 1980

[110] C. H. Park, A Low-Noise 900MHz VCO in 0.6-µm CMOS, IEEE Journal of

Solid-State Circuits, Vol. 34, No. 5, 1999

[111] B. C. Kuo, Automatic Control Systems, Prentice-Hall, Inc., New Jersey, 1962

[112] P. McCollum and B. Brown, Laplace Transform Tables and Theorems, Holt,

New York, 1965

December 17, 2007



Appendix A

Second-Order systems

Generic second-order system behavior (strictly relevant both to the operational am-

plifiers and to the CP-PLL described in this thesis) and parameter selection for

a proper design are summarized in this chapter with some practical details. The

content does not cover device level implementation detail, though.

A.1 Introduction : Time and Frequency Domain

Relationships

There are fundamentally two main reasons for considering the time and frequency

domain relationships of second-order systems. The first one is that many control

loops (e.g. operational amplifiers, phase locked loops, etc.) can be modeled with

reasonable accuracy assuming just a second-order system. Such a procedure rep-

resents a reasonable compromise between complexity and accuracy of the model.

The second reason is that these relationships allow us to predict frequency domain

performance from the simpler-to-measure time domain performance.
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A.1.1 General Second-Order Systems in the Frequency Do-

main

The general transfer function of a low-pass, second-order system in the frequency

domain using voltage variables is

A(s) =
Vo(s)

Vin(s)
= ± A0ωn

2

s2 + 2ξωns + ωn
2

= ± A0ωn
2

s2 + (ω0

Q
)s + ω0

2
(A.1.1)

where A0 is the low frequency gain of Vo(s)/Vin(s), ω0 = ωn is the pole frequency

in rad/s, ξ = 1/2Q is the damping factor. The roots of Eq. A.1.1 are illustrated in

Fig. A.1 where point A on imaginary axis is equal to jωnξ
√

(1/ξ)2 − 1 and point B

on real axis is equal to −ξωn. The length of the vectors is the natural frequency of

the loop and the cosine of the angle, θ, with respect to real axis gives the damping

factor, for 0o < θ < 90o.

The magnitude of frequency response can be found from Eq. A.1.1 as:

|A(jω)| =
A0ωn

2

√

(ωn
2 − ω2)2 + (2ξωnω)2

(A.1.2)

However, Eq. A.1.2 may be generalized by normalizing the amplitude with respect

to A0 and the radian frequency by ωn to give Eq. A.1.1 as:

|A(jω/ωn)|
A0

=
1

√

[1 − (ω/ωn)2]2 + (2ξω/ωn)2
(A.1.3)

A

real

imag.

B

wn

wn

Figure A.1: Pole locations of general second-order system.
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Figure A.2: Gain magnitude response of a low-pass second-order system for various

damping factors.

A plot of Eq. A.1.3 in dB versus log ω/ωn is shown in Fig. A.2, where ξ is used as a

parameter. By taking the derivative of Eq. A.1.3 with respect to ω/ωn and setting

it to zero, the peak magnitude of normalized transfer function, when ξ < 0.707, can

be found as:

Mp =
1

2ξ
√

1 − ξ2
(A.1.4)

The second-order transfer function of Eq. A.1.1 is found in the analysis of many

practical control loops. Considering the single-loop, feedback system shown in Fig.

A.3, the closed loop gain A(s) can be expressed as:

A(s) =
Vo(s)

Vi(s)
=

αaβ

1 + aβ
(A.1.5)

Let us assume that α and β are real and that a is the amplifier’s gain and can be

approximated as

a(s) =
a0ω1ω2

(s + ω1)(s + ω2)
(A.1.6)
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a
V(s) V(s)-

+

Figure A.3: Example single-loop feedback system.

where a0 is the dc gain of the amplifier and ω1 and ω2 are negative real axis poles.

Substituting Eq. A.1.6 into Eq. A.1.5 gives:

A(s) = (αβ)
a0ω1ω2

s2 + (ω1 + ω2)s + ω1ω2(1 + a0β)
(A.1.7)

Comparing Eq. A.1.1 with Eq. A.1.7 results in the following identifications:

A0 =
αa0β

1 + a0β
(A.1.8)

ωn = ω0 =
√

ω1ω2(1 + a0β) (A.1.9)

2ξ = 1/Q =
ω1 + ω2

√

ω1ω2(1 + a0β)
(A.1.10)

The same principles can be applied to a second-order band-pass and high-pass sys-

tems, but considering the relevance, the low-pass case is of more practical interest

and will be the only one considered in this chapter. It is also possible for β and/or

α to be frequency dependent which further complicates the analysis.

A.1.2 General Second-Order Systems in the Time Domain

It is time consuming to make measurements in the frequency domain, therefore, one

would be interested in extracting the frequency domain behavior out of time domain

performance. We will briefly develop such an approach in this part. The general

response of Eq. A.1.1 to a unit step can be written as

v0(t) = A0

[

1 − 1
√

1 − ξ2
e−ξωntsin(

√

1 − ξ2ωnt + φ)

]

(A.1.11)

where φ is as follows:

φ = tan−1

(

√

1 − ξ2

ξ

)

(A.1.12)
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Figure A.4: Step response as a function of ξ for a low-pass, type-I, second-order

system.

The step response plotted in normalized amplitude versus radians is shown in Fig.

A.4. Care must be taken interpreting this figure: it is normalized, the geometric

mean of ω1 and ω2 remains constant, that is, ωn remains constant and the time

constant remains fixed as ξ varies1.

Let us consider the under-damped case, that is, ξ < 1. For under-damped case

there will always be an overshoot which is defined as:

Overshoot =
Peak value − Final value

F inal value
= exp

(

−πξ
√

1 − ξ2

)

(A.1.13)

The time instance where the overshoot has its peak is denoted by tp and is calculated

1When compensating amplifiers, this situating does not exist. The geometric mean of the

dominant and non-dominant poles is increased until the desired settling response is achieved.
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as:

tp =
π

ωn

√

1 − ξ2
(A.1.14)

Thus, the measurement of the overshoot permits the calculation of ξ. With this in-

formation and measurement of tp, one can calculate ωn from Eq. A.1.14. Therefore,

the frequency response of a low-pass, second-order feedback system with ξ < 1 can

be determined by measuring the overshoot and tp of the step response.

There are two other possibilities where ξ is either 1 or bigger than 1. Especially in

amplifier design, these two are very rare conditions, though. However, some control

loops can have damping ratios of the order of 10 (e.g. an over-damped phase locked

loop where overshoot is expected to be as low as 0.1dB). For these conditions, the

best method would be referring to Fig. A.4 and matching step response to one of

the curves for ξ > 1.

A.1.3 Determination of Phase Margin and Crossover Fre-

quency from ξ and ωn

In the previous subsection, how ξ and ωn of a general second-order system can

be extracted out of the closed-loop step response is shown, whereas this subsection

deals with predicting phase margin and crossover frequency based on ξ and ωn which

are already determined. Fig. A.5 shows the definitions of phase margin, φm, and

crossover frequency, ωc on Bode plots of an arbitrary system. Crossover frequency

denoted by A in the figure is the point where the gain of the system drops to 0 and

phase margin denoted by B in the figure is how far the phase of the system is from

being fully inverted at that frequency.

It will be convenient, in developing the relationships, to assume β and α are real

values. Solving Eq. A.1.5 for a yields

aβ =
1/α

(1/A) − (1/α)
(A.1.15)

and substituting Eq. A.1.1 into Eq. A.1.15 gives the loop gain as:

aβ =
A0ωn

2/α

(s2 + 2ξωns + ωn
2) − (A0ωn

2/α)
=

A0/α

( s
ωn

)2 + 2ξ( s
ωn

) + 1 − A0

α

(A.1.16)
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Figure A.5: Definitions of crossover frequency (A) and phase margin (B).

When |aβ| = 1, then ω = ωc so that Eq. A.1.16 becomes:

|aβ| =
A0/α

√

[

1 − A0

α
− ( ωc

ωn

)2
]2

+
[

2ξ( ωc

ωn

)
]2

(A.1.17)

Since |aβ| = 1, we may solve Eq. A.1.17 for ωc to get:

ωc = ωn





√

[

2ξ2 − (1 − A0

α
)

]2

− (1 − 2A0

α
) − 2ξ2 + (1 − A0

α
)





1/2

(A.1.18)

Knowing A0, α, and ξ, one may calculate the cut-off frequency of a second-order

system. As an example, in an operational amplifier circuit, α = A0 so that Eq.

A.1.18 becomes:

ωc = ωn

[

√

4ξ4 + 1 − 2ξ2
]1/2

(A.1.19)

The phase of aβ can be found from Eq. A.1.16. However, ±π must be added to

this value to account for the minus sign of the summing junction of Fig. A.3; thus:

Φm = −tan−1

(

2ξωc/ωn

(1 − A0/α) − (ωc/ωn)2

)

(A.1.20)

Since A0 = α, one may write Eq. A.1.20 as:

Φm = tan−1

(

2ξ

(ωc/ωn)

)

(A.1.21)
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Figure A.6: Overshoot as a function of the damping factor for a second-order system.

Substituting Eq. A.1.19 into Eq. A.1.21 yields

Φm = tan−1





2ξ
√

√

4ξ4 + 1 − 2ξ2



 (A.1.22)

where an equivalent form of Eq. A.1.22 is:

Φm = cos−1
(

√

4ξ4 + 1 − 2ξ2
)

(A.1.23)

Fig. A.6 and Fig. A.7 show the plots of Overshoot and phase margin, Φm, as

functions of the damping factor, ξ. Therefore, the time domain performance char-

acterized by ξ permits the designer to estimate a value of phase margin using Eq.

A.1.23 or the plots. As an example, if the design specifications require an overshoot

of 0.1, then the damping factor must be around 0.6 leading to a phase margin of

around 58 degrees.
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Figure A.7: Phase margin in degrees as a function of the damping factor for a

second-order system.

A.2 A Practical Case Study : PLL Parametriza-

tion

In this section, practical definitions will be given as example of a type-II, second-

order PLL parametrization. Fig. A.8 shows the generic PLL architecture and defines

the parameters used throughout the section: θi(s), θe(s) and θo(s) represent phase

input, phase error and output phase, respectively. G(s) and H(s) represent products

of the individual feed-forward and feedback transfer functions, respectively. Kp, Kf ,

Ko and Kn are the gains of each building block. fi and fo are the input and the

output frequencies, respectively. Using the servo theory, the following relations are

valid [111]:

θe(s) =
θi(s)

1 + G(s)H(s)
(A.2.24)

θo(s) =
G(s)θi(s)

1 + G(s)H(s)
(A.2.25)

The phase detector produces a voltage proportional to the phase difference be-
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Figure A.8: Phase locked loop and the parameters used in the example.

tween the signals θi and θo/N . This voltage, upon filtering, is used as the control

signal for the VCO. Since the VCO generates a frequency which is proportional to

its input voltage, any time variant signal appearing on the control signal (not shown

in the figure) will frequency modulate the VCO. The output frequency is fo = Nfi

during phase lock. The phase detector, the filter, and the VCO compose the feed

forward path (G(s)) with the feedback path (H(s)) containing the divider (%N).

Removal of the programmable counter produces unity gain in the feedback path

(N = 1). As a result, the output frequency is then equal to that of the input.

A.2.1 Definitions

Before starting parametrization, practical-interest high level definitions will be re-

viewed for clarity in this subsection.

Type and Order

These two terms are used somewhat indiscriminately in published literature, and to

date there has not been an established standard. However, the most common usage

will be identified and used in this subsection.

The type of a system refers to the number of poles of the loop transfer function

G(s)H(s) located at the origin. As an example

G(s)H(s) =
10

s(s + 10)
(A.2.26)

is a type I system since there is only one pole at the origin.
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The order of a system refers to the highest degree of the polynomial expression

1 + G(s)H(s) which is named as Characteristic Equation (C.E.). The roots of the

characteristic equation become the closed loop poles of the overall transfer function.

As an example

G(s)H(s) =
10

s(s + 10)
(A.2.27)

1 + G(s)H(s) = 1 +
10

s(s + 10)
= 0 (A.2.28)

therefore

C.E. = s(s + 10) + 10 = s2 + 10s + 10 (A.2.29)

which is a second-order polynomial, thus the given G(s)H(s) forms a Type-I, second-

order system.

Another example which is of more practical interest is

G(s)H(s) =
(s + a)k

s2
(A.2.30)

which is a type-II, second-order system since there are two poles at the origin. A

zero is added to provide stability2. The root locus shown in Fig. A.9 has two

branches beginning at the origin with one asymptote located at 180 degrees. The

center of gravity is s = a; however, with only one asymptote, there is no intersection

at this point. The root locus lies on a circle centered at s = −a and continues on

all portions of the negative real axis to left of the zero. The breakaway point is

s = −2a.

The respective phase or output frequency response of this type-II, second-order

system to a step input is shown in Fig. A.10. The required ωn can be determined

by the use of the graph when ξ and the lock-up time are given.

Bandwidth

The -3dB bandwidth of the PLL is given by

ω−3dB = ωn

√

1 + 2ξ2 +
√

2 + 4ξ2 + 4ξ4 (A.2.31)

for a type-II, second-order system [92].

2Without the zero, the poles would move along the imaginary axis as a function of gain and

the system would -at all times- be oscillatory in nature.
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Figure A.9: Root locus of a type-II, second-order system.

Figure A.10: Step response of a type-II, second-order system.
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Steady State Condition

In evaluating a system, θe(s) must be examined in order to determine whether

the steady state and transient characteristics are optimum. Various inputs can be

applied to a system. Typically, these include step position, velocity, and acceleration.

The steady state evaluation can be simplified with the use of the final value

theorem associated with Laplace. This theorem permits finding the steady state

system error θe(s) resulting from the input θi(s) without transforming back to the

time domain [112] as follows

lim
t→∞

[θ(t)] = lim
s→0

[sθe(s)] (A.2.32)

where

θe(s) =
θi(s)

1 + G(s)H(s)
(A.2.33)

and the 3 possible inputs to a phase locker are as follows:

1. Step Position in frequency domain is θi(s) = Cp/s, where Cp is the magnitude

of the phase step in radians. This corresponds to shifting the phase of the

incoming reference signal by Cp radians.

2. Step Velocity in frequency domain is θi(s) = Cy/s
2 where Cy is the magnitude

of the rate of change of phase in rad/s. This corresponds to inputting a

frequency that is different than the feedback portion of the VCO frequency.

Thus, Cv is the frequency difference in rad/s seen at the phase detector.

3. Step Acceleration in frequency domain is θi(s) = 2Ca/s
3 where Ca is the

magnitude of the frequency rate of change in rad/s2. This is characterized by

a time variant frequency input.

Typical loop G(s)H(s) transfer functions for types I, II, and III are:

Type − I G(s)H(s) =
K

s(s + a)
(A.2.34)

Type − II G(s)H(s) =
K(s + a)

s2
(A.2.35)

Type − III G(s)H(s) =
K(s + b)(s + b)

s3
(A.2.36)
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Table A.1: Steady-state phase errors for various system types

Type-I Type-II Type-III

Step Position Zero Zero Zero

Step Velocity Constant Zero Zero

Step Acceleration Increasing Constant Zero

As an example, the final value of the phase error for a type-I system with a step

phase input is found by using Eq. A.2.33 and the step position phrase of θi(s) = Cp/s

as:

θe(s) =

(

1

1 + K
s(s+a)

)

(

Cp

s

)

=
(s + a)Cp

s2 + as + K
(A.2.37)

θe(t = ∞) = lim
s→0

[

s

(

s + a

s2 + as + K

)

Cp

]

= 0 (A.2.38)

Thus, the final value of the phase error is zero when a step position (i.e. phase

step) is applied. Similarly, applying the three inputs into type I, II, and III systems

and utilizing the final value theorem, Table A.1 can be constructed showing the

respective steady state phase errors.

A zero phase error identifies phase coherence between the two input signals at

the phase detector. A constant phase error identifies a phase differential between

the two input signals at the phase detector input. The magnitude of this differential

phase error is proportional to the loop gain and the magnitude of the input step. A

continually increasing phase error identifies a time rate change of phase. This is an

unlocked condition for the phase locked loop.

Using Table A.1, the system type can be determined for specific inputs. For

instance, if it is desired for a PLL to track a reference frequency (step velocity) with

zero phase error, a minimum of type-II is required.

Stability

The transient response is a function of loop stability and the root locus technique

for determining the position of system poles and zeroes in the s-plane is often used

to graphically visualize the continuous-time approximated system stability. The

plot illustrates how the closed loop poles (roots of the characteristic equation) vary
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Figure A.11: Pole locations on s-plane and expected behaviors associated.

with loop gain. For stability, all poles must lie in the left half of the s-plane3. The

relationship of the system poles and zeroes then determine the degree of stability.

Fig. A.11 shows the pole locations and corresponding behaviors. As an example, for

a phase locker design, one would be interested in having the poles as close as to the

real axis on the left hand side. Being close to the real axis means lower oscillation, if

any, and being on the left hand side means that the behavior would have a decaying

nature (stability). As one departs from the real axis, oscillatory nature becomes

significant gradually and as one departs from the imaginary axis, decaying/growing

nature becomes significant gradually.

Similarly, for taking the discrete nature of a CP-PLL into account, z-plane must

be referred to as seen in Fig. A.12. For a discrete system to be stable, the poles must

reside within the unit circle. In practice, there could also be architecture-specific

stability limits, such as the so called overload limit associated with the traditional

CP-PLL architecture. As a conservative approach all the stability limits, namely

z-plane, s-plane and architecture-specific, must be evaluated (See chapter 5).

3This is only true to the extend that the continuous approach is valid; in reality a PLL is a

sampled or discrete system with a time varying nature.
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Figure A.12: Theoretical corresponding stability regions on s- and z-planes (left,

filled area) and pole locations on z-plane with expected behaviors associated (right).

A.2.2 Design Example

The design of a PLL typically involves determining the type of loop required (e.g.

type-II, second-order), selecting the proper bandwidth depending on jitter specifi-

cations relating to the reference and the VCO which are the two dominant jitter

contributors, and establishing the desired stability. Let us assume a system to have

the following specifications:

1. Output frequency adjustable between 2MHz to 3MHz

2. Frequency steps of 100KHz

3. Phase coherent frequency output

4. Lock-up time of 1ms between channels

5. Overshoot of less then 20%

These specifications [106] can characterize a system function similar to a variable

time base generator or a frequency synthesizer with a lot of practical use.
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From the given specifications, the circuit parameters can now be determined.

The forward and feedback transfer functions are given by

G(s) = KpKfKo (A.2.39)

H(s) = Kn (A.2.40)

where Kn = 1/N . The programmable counter divide ratio Kn can be found from

fo = Nfi, thus:

Nmin =
f0min

fi

=
f0min

fstep

=
2MHz

100kHz
= 20 (A.2.41)

Nmax =
f0max

fstep

=
3MHz

100kHz
= 30 (A.2.42)

Kn =
1

20
→ 1

30
(A.2.43)

A type-II system is required to produce a phase coherent output relative to the

input. The root locus contour is shown in Fig. A.9 and the system step response is

illustrated in Fig. A.10.

For the numerical calculations, let us assume that the VCO frequency change

per control voltage is 10 Mrad/s/V, thus the VCO gain of Ko = 10·106

s
rad/s/V. The

s in the denominator converts the frequency characteristics of the VCO to phase,

that is, phase is the integral of frequency. Similarly let us assume the gain constant

for the phase detector is 0.1 V/rad.

The parameters thus far determined include Kp, Ko, Kn leaving only Kf as the

variable for design. Since a type-II system is required for a phase coherent output,

writing the loop transfer function and relating it to Eq. A.2.30 yields:

G(s)H(s) =
K(s + a)

s2
=

KpKvKnKf

s
(A.2.44)

Thus, Kf must take the form

Kf =
s + a

s
(A.2.45)
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Figure A.13: Active filter required.

in order to provide all of the necessary poles and zeroes for the required G(s)H(s).

The circuit shown in Fig. A.13 yields the desired results4. Kf is expressed by

Kf =
R2Cs + 1

R1Cs
(A.2.46)

where A is voltage gain of the amplifier, which is assumed to be high enough for the

equation to hold. R1, R2 and C are then the variables used to establish the overall

loop characteristics. These parameters relate to ωn and ξ as:

ω2
n =

KpKv

R1CN
(A.2.47)

2ξωn =
KpKvR2

R1N
(A.2.48)

The percent overshoot and settling time are now used to determine ωn. From

Fig. A.10, it is seen that a damping ratio of 0.8 will produce a peak overshoot less

than 20% and will settle within 5% at ωnt = 4.5. The required lock-up time is

chosen as 1ms in the specifications. Therefore,

ωn =
4.5

t
=

4.5

0.001
= 4.5 krad/s (A.2.49)

R1C =
0.5KpKv

ω2
nN

= 0.00102 s (A.2.50)

can be calculated. Letting C=0.5µF, then R1 is found to be approximately equal to

2kΩ. R2 is calculated as

R2 =
2ξ

Cωn

= 710 Ω (A.2.51)

which finalizes the parameter calculation for the loop.

4This result also shows why a charge-pump (CP) design is desirable as it achieves the same

functionality with a passive filter design, obviating the active gain stage which is inevitable in

non-CP designs.
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Figure A.14: Root locus variation.
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Figure A.15: VCO control signal transient response.

Since the loop gain is a function of the divide ratio Kn, the closed loop poles will

vary their positions as Kn varies. The root locus shown in Fig. A.14 illustrates the

closed loop pole variation [106]. The loop is designed for the programmable counter

N=30, thus its response for N=20 exhibits a wider bandwidth and a larger damping

factor, resulting in reducing both lock-up time and percent overshoot.

The frequency of the VCO is a function of its control voltage, therefore the

system behavior can be monitored by directly probing the output of the loop filter.

Fig. A.15 shows a measurement result of the design [106]. The behavior for the two

cases where N is equal either to 20 or 30, is coherent with the expectations extracted

from the root locus variation.
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Appendix B

Methods for Hand Calculations

and Model Based Simulations

The hardware description languages (HDLs) have been developed for simulating,

synthesizing and documenting hardware. Most commonly used HDLs are Verilog-

HDL [4] and VHDL [8] together with their analog and mixed-signal extensions.

Verilog-A [3] is an analog HDL patterned after Verilog-HDL. Verilog-AMS [2]

combines Verilog-HDL and Verilog-A into a mixed-signal (MS) HDL which is a

super-set of both seed languages. Verilog-HDL provides event-driven modeling con-

structs whereas Verilog-A provides continuous-time modeling constructs. By com-

bining the two, it becomes possible to write efficient mixed-signal behavioral models.

In this chapter, all the verilog/verilogA model cores as well as cores of CaP-

PeLLo1 which is a tool developed for parametrizing and evaluating high level be-

havior of the CP-PLL presented in Chapter 5 are provided. Verilog models presented

in this chapter correspond to what is actually simulated behaviorally to acquire the

results given within Chapter 5. Cores of C/C++ sources and Octave scripts which

are used for actual parametrization provide the full CaPPeLLo functionality.

1CaPPeLLo stands for CP-PLL parametrizer, developed in C/C++ programming and Octave

scripting languages in the framework of this thesis.
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B.1 Model Cores

Considering CP-PLL simulations in verilog, three different simulators are used to

cross-check different modeling implementations. These are iVerilog [9] which is an

open source verilog simulator, verilog-HDL and verilog-A within Cadence [17] envi-

ronment. However, because of the space constraints, only verilog-A models will be

presented. Unless otherwise stated all the models are in verilog-A and are simulated

for behavioral verification but not for hardware synthesis. An iVerilog CP-PLL

model can be found in [16]. The model provided in this section corresponds to the

CP-PLL test bench seen in Fig. 5.20.

B.1.1 Reference Clock Generator

Reference signal of 40MHz for the PLL is generated via dividing a 4.8GHz clock

by 120. Listing B.1 shows a verilog model used for the simulation where verilog

defines N and LHCfreq are the divide ratio of 120 and the reference frequency of

40 MHz, respectively. The output, ClkH, is inverted continuously with a frequency

equal to 2/period. The variable, step, is used to apply a phase step at a certain point

in simulation. Values in this module are set at start-up and never modified during

the simulation.

Listing B.1: Model for high frequency clock generator.

1module ClkHighFreq (ClkH ) ;

2output ClkH ;

3reg ClkH ;

4real per iod , s tep ;

5i n i t i a l begin

6s tep = 0 ;

7ClkH = 0 ;

8per iod = 1 . 0/ ( ‘LHCfreq∗ ‘N ) ;

9end

10always ClkH = #(( step+per iod )/2) ˜ClkH ;

11endmodule
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Reference jitter, either sinusoidal or white, is introduced at divide-by-120 stage.

Listing B.2 shows white jittered %120. At every time the input signal, in, crosses

a threshold representing a rising edge transition (line 3) a random timing error is

calculated (line 8) and introduced to the output, out (line 10). Jitter is introduced

as a random variation, dt, in slew rate of rising edge (lines 8 and 10). Sinusoidal

jitter is also introduced in a similar way.

Listing B.2: Model for %120 with white jitter.

1analog begin

2@( i n i t i a l s t e p ) seed = −311;

3@( c r o s s (V( in ) − vth , d i r , t t o l ) ) begin

4count = count + 1 ;

5i f ( count >= ra t i o )

6count = 0 ;

7n = (2∗ count >= ra t i o ) ;

8dt = j i t t e r ∗ $ rd i s t no rma l ( seed , 0 , 1 ) ;

9end

10V( out ) <+ t r a n s i t i o n (n ? vh : vl , td+dt , t t ) ;

11end

B.1.2 Phase/Frequency Detector

The brief operation is as follows: at every rising edge of the reference clock for the

PLL, up is set and at every rising edge of the clock which is locally generated, that

is, the output of the feedback divider, down is set. Every time the condition of

up=down=1 holds, a reset signal is generated and at each rising edge of this reset

signal, both up and down are reset.

In the explicit module shown in Listing B.3, vin if and vin lo are the two input

signals to be compared whereas sigout inc and sigout dec correspond to the two

signals up and down, respectively (lines 6 and 7). After the declarations, analog

part starts (line 22). Every time input signals perform a transition, a flag is set

(lines 29-30 and 32-33). Depending on the phase difference between the two inputs,
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state is set to same, behind or ahead (lines 34-48). Output signals up and down or

correspondingly sigout inc and sigout dec are calculated accordingly (lines 49-60).

Finally, the PFD outputs are assigned taking rising/falling times into account (lines

61-64).

Listing B.3: Model for phase/frequency detector.

1‘ include ” d i s c i p l i n e . h”

2‘ include ” cons tant s . h”

3‘define behind 0

4‘define same 1

5‘define ahead 2

6module f r e q ph d e t e c t o r ( v i n i f , v i n l o ,

7s i g ou t i n c , s i g ou t d e c ) ;

8input v i n i f , v i n l o ;

9output s i g ou t i n c , s i g ou t d e c ;

10e l e c t r i c a l v i n i f , v i n l o , s i g ou t i n c , s i g ou t d e c ;

11parameter real v l o g i c h i g h = 1 . 2 ;

12parameter real v l o g i c l ow = 0 ;

13parameter real vtrans = 0 . 6 ;

14parameter real t d e l = 0 from [ 0 : i n f ) ;

15parameter real t r i s e = 1n from ( 0 : i n f ) ;

16parameter real t f a l l = 1n from ( 0 : i n f ) ;

17integer t p o s o n i f ;

18integer t p o s on l o ;

19real s i g o u t i n c v a l ;

20real s i g o u t d e c v a l ;

21integer s t a t e ;

22analog begin

23@ ( i n i t i a l s t e p ) begin

24s i g o u t i n c v a l = 0 ;

25s i g o u t d e c v a l = 0 ;

26s t a t e = ‘same ;
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27end

28t p o s o n i f = 0 ;

29@ ( c r o s s (V( v i n i f ) − vtrans , +1) )

30t p o s o n i f = 1 ;

31t p o s on l o = 0 ;

32@ ( c r o s s (V( v i n l o ) − vtrans , +1) )

33t p o s on l o = 1 ;

34i f ( t p o s o n i f && tpo s on l o ) begin

35s t a t e = ‘same ;

36end else i f ( t p o s o n i f ) begin

37i f ( s t a t e == ‘beh ind ) begin

38s t a t e = ‘same ;

39end else i f ( s t a t e == ‘same ) begin

40s t a t e = ‘ahead ;

41end

42end else i f ( t p o s on l o ) begin

43i f ( s t a t e == ‘ahead ) begin

44s t a t e = ‘same ;

45end else i f ( s t a t e == ‘same ) begin

46s t a t e = ‘beh ind ;

47end

48end

49i f ( t p o s o n i f | | t p o s on l o ) begin

50i f ( s t a t e == ‘ahead ) begin

51s i g o u t i n c v a l = v l o g i c h i g h ;

52s i g o u t d e c v a l = v l o g i c l ow ;

53end else i f ( s t a t e == ‘same ) begin

54s i g o u t i n c v a l = v l o g i c l ow ;

55s i g o u t d e c v a l = v l o g i c l ow ;

56end else i f ( s t a t e == ‘beh ind ) begin

57s i g o u t i n c v a l = v l o g i c l ow ;
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58s i g o u t d e c v a l = v l o g i c h i g h ;

59end

60end

61V( s i g o u t i n c ) <+ t r a n s i t i o n ( s i g o u t i n c v a l , tde l ,

62t r i s e , t f a l l ) ;

63V( s i g ou t d e c ) <+ t r a n s i t i o n ( s i g ou t d e c va l , tde l ,

64t r i s e , t f a l l ) ;

65end

66endmodule

B.1.3 Charge-Pump

The analog model given Listing B.4 has the following signature: module charge pump

(siginc, sigdec, vout, vsrc); where vout (vsrc) is the output terminal from which

charge is pumped/sucked (sourced/sunk), and siginc and sigdec are logic signals

which control charge pump operation.

Listing B.4: Model for charge pump.

1analog begin

2@ ( i n i t i a l s t e p ) begin

3i o u t v a l = iamp∗ i mu l t (V( s i g i n c ) , V( s i gd e c ) , vt rans ) ;

4end

5@ ( c r o s s (V( s i g i n c ) − vtrans , 0 ) ) begin

6i o u t v a l = iamp∗ i mu l t (V( s i g i n c ) , V( s i gd e c ) , vt rans ) ;

7end

8@ ( c r o s s (V( s i gd e c ) − vtrans , 0 ) ) begin

9i o u t v a l = iamp∗ i mu l t (V( s i g i n c ) , V( s i gd e c ) , vt rans ) ;

10end

11I ( vsrc , vout ) <+ t r a n s i t i o n ( i ou t va l , tde l , t r i s e , t f a l l ) ;

12end
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The function i mult is a current multiplier which returns direction (-1, 0 or 1) to

which the charge should be pumped. Listing B.5 shows the explicit i mult function.

Listing B.5: Function i mult used within carge-pump model.

1analog function real i mu l t ;

2input i n c ;

3input dec ;

4input vtrans ;

5real i n c ;

6real dec ;

7real vtrans ;

8integer i n c h i gh ;

9integer dec h igh ;

10begin

11i n c h i gh = inc > vtrans ;

12dec h igh = dec > vtrans ;

13i mu l t = 0 . 0 ;

14i f ( i n c h i gh == dec h igh ) begin

15i mu l t = 0 . 0 ;

16end else i f ( i n c h i gh ) begin

17i mu l t = 1 . 0 ;

18end else i f ( dec h igh ) begin

19i mu l t = −1.0;

20end

21end

22endfunction

B.1.4 White Jittered Voltage Controlled Oscillator

Listing B.6 shows the white jittered voltage controlled oscillator model which does

not have any process corner and/or duty cycle error parameters. This model is used

to investigate the effect of white jitter at the VCO stage but not that of process
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corners. VCO output frequency is calculated (lines 3-4) based on the input voltage

level with a fixed VCO gain parameter. Lines 5 and 6 limit the oscillation frequency

for a more secure numerical operation. Line 7 adds random timing ambiguity. At

every cycle, the numerical value for random jitter is re-calculated (lines 10-14) and

introduced to the output at line 15.

Listing B.6: White jittered local voltage controlled oscillator model.

1analog begin

2@( i n i t i a l s t e p ) seed = −561;

3f r e q = (V( in ) − vmin )∗ ( fmax − fmin ) /

4(vmax − vmin ) + fmin ;

5i f ( f r e q > fmax ) f r e q = fmax ;

6i f ( f r e q < fmin ) f r e q = fmin ;

7f r e q = f r e q /(1 + dT∗ f r e q ) ;

8$bound step (0 . 6/ f r e q ) ;

9phase = 2∗ ‘M PI∗ idtmod ( f req , 0 . 0 , 1 . 0 , −0.5) ;

10@( c r o s s ( phase + ‘M PI /2 , +1, t t o l ) or

11c r o s s ( phase − ‘M PI /2 , +1, t t o l ) ) begin

12dT = ‘M SQRT2∗ j i t t e r ∗ $ rd i s t no rma l ( seed , 0 , 1 ) ;

13n = ( phase >= −‘M PI /2) && ( phase < ‘M PI /2 ) ;

14end

15V( out ) <+ t r a n s i t i o n (n ? vh : vl , 0 , t t ) ;

16end

To investigate the effect of different process corner parameters extracted from

the device level simulations of VCO and D2S stages, a more involved model must

be used. Listing B.7 shows parts of iverilog implementation of the VCO including

all the process corner and duty cycle error parameters.

The model gets Corner and Vctrl which stand for the index of the corners

shown in Table 5.3 and VCO control voltage in µV , respectively, as parameters and

outputs Period, the period of output clock signal (line 2). Every time corner or

control voltage changes (line 4) boundary limits are checked (lines 6-10 and lines 12-
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19), since the extracted parameters do not cover full dynamic range (e.g. for control

voltage of the VCO, not 0-Vdd but 0.35mV- 0.70mV). Control curve (lines 21-

30) and duty-cycle error (line 31) parameters which are extracted from device level

simulations are assigned for each corner. Finally, the output period is calculated

(lines 37-49) and assigned (line 50). Three dots (...) represent skipped code.

Listing B.7: Local voltage controlled oscillator model including process corner and

duty cycle error parameters.

1. . .

2module curve ( Corner , Vctr l , Per iod ) ;

3. . .

4always @( Corner or Vctr l ) begin

5v c t r l = Vctr l /1000000 .0 ;

6i f ( Corner < 0 | | Corner > 14) begin

7$display ( ”ERROR : 0 < Corner < 14” ) ;

8$display ( ”But i t i s %0d\n” , Corner ) ;

9$finish ;

10end

11i f ( Corner == 0) begin

12i f ( v c t r l < r a n g e 4 c o r n e r 0 f i r s t | | v c t r l >

13r ang e4 c o rn e r 0 l a s t ) begin

14$display ( ”\nERROR : %0f mV < Vctr l < %0f mV” ,

15r a n g e 4 c o r n e r 0 f i r s t ,

16r ang e4 c o rn e r 0 l a s t ) ;

17$display ( ” f o r Corner=%0d , but i t i s %0d uV\n” ,

18Corner , Vct r l ) ;

19$finish ;

20end

21a0 = −1.64755 e+12;

22a1 = 1.63633 e+13;

23a2 = −6.09447 e+13;

24a3 = 9.30479 e+13;
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25a4 = 1 . 0 ;

26a5 = −1.78625 e+14;

27a6 = 2.08998 e+14;

28a7 = −7.78976 e+13;

29a8 = 1 . 0 ;

30a9 = 1 . 0 ;

31dutyCycleError=dutyCycleError0 ;

32end

33i f ( Corner == 1) begin

34. . .

35dutyCycleError=dutyCycleError14 ;

36end

37f r e q = ( a0 +

38a1 ∗ v c t r l +

39a2 ∗ v c t r l ∗ v c t r l +

40a3 ∗ v c t r l ∗ v c t r l ∗ v c t r l +

41a4 ∗ v c t r l ∗ v c t r l ∗ v c t r l ∗ v c t r l +

42a5 ∗ v c t r l ∗ v c t r l ∗ v c t r l ∗ v c t r l ∗ v c t r l +

43a6 ∗ v c t r l ∗ v c t r l ∗ v c t r l ∗ v c t r l ∗ v c t r l ∗ v c t r l +

44a7 ∗ v c t r l ∗ v c t r l ∗ v c t r l ∗ v c t r l ∗ v c t r l ∗ v c t r l ∗ v c t r l +

45a8 ∗ v c t r l ∗ v c t r l ∗ v c t r l ∗ v c t r l ∗ v c t r l ∗ v c t r l ∗ v c t r l ∗
46v c t r l +

47a9 ∗ v c t r l ∗ v c t r l ∗ v c t r l ∗ v c t r l ∗ v c t r l ∗ v c t r l ∗ v c t r l ∗
48v c t r l ∗ v c t r l ) ;

49tmp = (1000000000000000.0/ f r e q )∗1 ’ b1 ;

50Period <= tmp ;

51end

52endmodule
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B.1.5 Probes

CP-PLL model employs various types of probe modules to dump data onto local disk

for further investigation. Listing B.8 shows probe model calculating relative phase

error (out) between two input signals (in0 and in1). After declarations and initial

settings (first 25 lines) like opening a local file, transition instances of both the input

signals are stored (lines 27-28), phase differences are calculated and compared (lines

29-44). Output of the module is assigned at line 45 and the same value is dumped

to the local file only when the loop is in locked state (e.g. 5µs in the module, line

46).

Listing B.8: Probe module calculating relative phase error.

1module probe A ( in0 , in1 , out ) ;

2parameter real thresh =0.0 ;

3parameter integer d i r = 1 from [ −1 :1 ] exc lude 0 ;

4input in0 , in1 ;

5output out ;

6vo l tage in0 , in1 , out ;

7real t0 , t1 , ou t va l ;

8integer probe A ;

9integer wai tForRe fe renceRi se Ins tant ;

10real s i gna lR i s e In s t an t , r e f e r e n c eR i s e I n s t an t ;

11real s i g n a lFa l l I n s t an t , r e f e r e n c eFa l l I n s t a n t ;

12real s igna lPhase , signalPhaseTmp ;

13real phaseErrorLimit ;

14analog begin

15@( i n i t i a l s t e p ) begin

16probe A = $fopen ( ”/home/oc/ pl lDat /A/probe A . dat” ) ;

17s i g n a lR i s e I n s t an t = 0 ;

18r e f e r e n c eR i s e I n s t an t = 0 ;

19s i g n a l F a l l I n s t a n t = 0 ;

20r e f e r e n c eFa l l I n s t a n t = 0 ;
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21s i gna lPhase = 0 ;

22signalPhaseTmp = 0 ;

23wai tForRe fe renceRi se Ins tant = 0 ;

24phaseErrorLimit = ‘upLimit ;

25end

26@( f i n a l s t e p ) $fclose ( probe A ) ;

27t0 = l a s t c r o s s i n g (V( in0 ) − thresh , d i r ) ;

28t1 = l a s t c r o s s i n g (V( in1 ) − thresh , d i r ) ;

29@( c r o s s (V( in0 ) − thresh , d i r ) ) begin

30s i g n a lR i s e I n s t an t = t0 ;

31signalPhaseTmp = t0 − r e f e r e n c eR i s e I n s t an t ;

32i f ( signalPhaseTmp <= phaseErrorLimit ) begin

33s i gna lPhase = signalPhaseTmp ;

34wai tForRe fe renceRi se Ins tant = 0 ;

35end else

36wai tForRe fe renceRi se Ins tant = 1 ;

37end

38@( c r o s s (V( in1 ) − thresh , d i r ) ) begin

39r e f e r e n c eR i s e I n s t an t = t1 ;

40i f ( wa i tForRe fe renceRi se Ins tant ) begin

41s i gna lPhase = s i gn a lR i s e I n s t an t − t1 ;

42wai tForRe fe renceRi se Ins tant = 0 ;

43end

44end

45V( out ) <+ t r a n s i t i o n ( s igna lPhase ) ;

46i f ( t0 > 5u) $fstrobe ( probe A , s igna lPhase ) ;

47end

48endmodule

Another type of probe is given in Listing B.9 which calculates the instanta-

neous periods of the input clock signal. Every time input signal voltage level crosses
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through a certain threshold (0.6V in the module), latest transition instance is stored

(line 11) and compared to the previous one. Since rising transitions can not be distin-

guished among themselves, for models simplicity, difference between the transition

instances can be thought as

Period = Difference%Ideal (B.1.1)

where Period is the output, Difference is the time duration between the last two

rising transitions and Ideal is the expected target period of the input signal or

similarly, a window can be put around the expected period of the input signal, thus

the lines starting from 12 to 19.

Listing B.9: Period meter probe module calculating instantaneous periods of the

input clock.

1analog begin

2@ ( i n i t i a l s t e p ) begin

3t e a r l y =0;

4t l a t e s t =1.0 ;

5tp =0.6 ;

6counter =0;

7periodMeter = $fopen ( ”/home/oc/ pl lDat /pm. dat” ) ;

8end

9@ ( f i n a l s t e p ) $fclose ( per iodMeter ) ;

10@ ( c r o s s ( (V( in)−tp ) ,+1 ) ) begin

11t l a t e s t = $abstime ;

12i f ( 100p < t l a t e s t −t e a r l y &&

13t l a t e s t −t e a r l y < 300p )

14pout va l = t l a t e s t −t e a r l y ;

15t e a r l y = t l a t e s t ;

16counter = counter +1;

17end

18i f ( counter == 1)

19FF( out ) <+ 0 . 0 ;
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20else

21FF( out ) <+ pout va l ;

22i f ( $abstime > 1u)

23$fstrobe ( periodMeter , pout va l ) ;

24end

B.2 Source Cores

CaPPeLLo is a hybrid application consisting of C/C++ sources and Octave scripts.

The core given in this subsection corresponds to first order hand calculations while

parametrizing the loop dynamics. The output of this code is used within Octave

scripts.

In the first step, the model parameters which will be taken into account during

the calculation are defined as in Listing B.10.

Listing B.10: Model parameters in use.

1f l o a t PI = 3.141592653589793 ;

2f l o a t C1 , C3 , C3min , C3max , R, Tau , Rmax;

3f l o a t Wn, Wi, Wz, Ksi , Icp , Bl , Kvco , Ko ;

4f l o a t K, proportionalTerm , integra lTerm ;

5bool isRmaxOk , i s S t a b l e ;

6i n t N;

The second step is to acquire the input parameters from command line in the

form of switches and make proper unit conversion suitable for calculation as seen in

Listing B.11. This is done via going through the argv vector and evaluating each

string member. The counter, optCtr, holds the current index number.

Listing B.11: Decoding input switches.

1i n t SetParameters ( i n t argc , char ∗∗ argv ) {
2i f ( argc <= 1) {
3PrintUsageMessage ( argv [ 0 ] ) ;
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4e x i t ( 0 ) ; }
5i n t optCtr = 1 ;

6i f ( strcmp ( argv [ 1 ] , ”−?” ) == 0 | |
7strcmp ( argv [ 1 ] , ”−help ” ) == 0 | |
8strcmp ( argv [ 1 ] , ”−−help ” ) == 0 ) {
9PrintUsageMessage ( argv [ 0 ] ) ;

10e x i t ( 0 ) ; }
11while ( optCtr != argc ) {
12i f (0 == strcmp ( argv [ optCtr ] , ”−N” ) ) {
13optCtr++;

14s s c an f ( argv [ optCtr ] , ”%d” , &N) ;

15optCtr++;

16} else i f (0 == strcmp ( argv [ optCtr ] , ”−Wn” ) ) {
17. . .

18} else i f (0 == strcmp ( argv [ optCtr ] , ”−Icp ” ) ) {
19optCtr++;

20s s c an f ( argv [ optCtr ] , ”%f ” , &Icp ) ;

21optCtr++;

22} else {
23PrintDUT( argv [ 0 ] ) ;

24PrintUsageMessage ( argv [ 0 ] ) ;

25e x i t ( 1 ) ;

26}}
27r e turn 0 ;}

As the last step, calculation can be performed and an output can be generated,

since all the needed input parameters are now available, as shown in Listing B.12.

Listing B.12: Loop parameter calculation.

1i n t Ca l cu la t e ( ) {
2C1=(Ko∗ Icp )/(2∗PI∗Wn∗Wn∗N) ;

3C3max=0.1∗C1 ;
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4C3min=0.02∗C1 ;

5C3=(C3min+C3max ) / 2 . 0 ;

6Tau=(2∗Ksi )/Wn; R=Tau/C1 ;

7Wz=2∗PI ∗ ( 1 . 0 / (R∗C1 ) ) ;

8K=(Ko∗ Icp ∗R)/(2∗PI∗N) ;

9Rmax=(2∗PI∗Wi∗N)/(Ko∗ Icp ) ;

10Bl=((Wn/2 . 0 )∗ ( Ksi +1.0/(4 .0∗Ksi ) ) ) ;

11proport ionalTerm=Icp∗R;

12integra lTerm=Icp /(C3∗Wi) ;

13i f (R<=Rmax) isRmaxOk=true ;

14else isRmaxOk=f a l s e ;

15i f (K∗Tau<Wi∗Tau) i s S t a b l e=true ;

16else i s S t a b l e=f a l s e ;

17r e turn 0 ;}

Finally, a possible main function calling the above functions within a procedural

approach is given in Listing B.13 where PrintDUT(argv[0]), Output() and some

other insignificant functions are not listed.

Listing B.13: A possible main function.

1i n t main ( i n t argc , char ∗∗ argv ) {
2SetParameters ( argc , argv ) ;

3Calcu la t e ( ) ;

4PrintDUT( argv [ 0 ] ) ;

5Output ( ) ;

6r e turn 0 ;}

B.3 Script Cores

CaPPeLLo is a hybrid application consisting of C/C++ and Octave. The Octave

core given in this subsection corresponds to the highest level behavioral model in

the form of transfer function which is simulated at the beginning of the project.
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B.3.1 Parametrization

The CP-PLL parameters which are calculated by CaPPeLLo are introduced (Listing

B.14) by means of a condition variable which can have 16 different values correspond-

ing to the operating points seen in Fig. 5.18.

Listing B.14: Introducing corner parameters.

1c l e a r

2cond i t i on = 0 ;

3i f ( cond i t i on == 0)

4# CaPPeLLo −Kvco 35 .0 e9 −N 120 −Wi 40 .0 e6

5# −Ksi 4 .67 −Wn 500.0 e3 −Icp 5 .0 e−6

6wn = 3.141593 e6 ; N = 120 .000000 ;

7Ksi = 4 .670000 ; Ko = 219.911484 e9 ;

8Icp = 5.000000 e−6; C = 147.760040 e−12;

9R = 20120 .556641 ; K = 29342478 .000000 ;

10Tau = 2.973014 e−6; KTau2 = 87 .235606 ;

11WiTau2 = 747 .200016 ;

12end i f

13. . .

14i f ( cond i t i on == 15)

15# CaPPeLLo −Kvco 35 .0 e9 −N 120 −Wi 40 .0 e6

16# −Ksi 4 .67 −Wn 2000.0 e3 −Icp 20 .0 e−6

17wn = 12.566371 e6 ; N = 120 .000000 ;

18Ksi = 4 .670000 ; Ko = 219.911484 e9 ;

19Icp = 19.999999 e−6; C = 36.940010 e−12;

20R = 20120 .556641 ; K = 117369912 .000000 ;

21Tau = 0.743254 e−6; KTau2 = 87 .235606 ;

22WiTau2 = 186 .800004 ;

23end i f

After selecting a condition, the loop transfer function for this condition is con-

structed based on the entered parameters, the system is checked whether it is a

December 17, 2007



B.3. Script Cores 217

controllable system and finally it is simulated to produce behavioral plots, namely

impulse and step responses together with Bode plots and root locus curve on s-plane

as seen in Listing B.15.

Listing B.15: Constructing loop transfer function and generating behavioral plots.

1num = [ (R∗C∗wnˆ2) (wnˆ 2 ) ] ;

2den = [ ( 1 /N) (2∗Ksi∗wn/N) (wn∗wn/N) ] ;

3T = t f (num, den , 0 , ”ClkLHC” , ”ClkPLL/N” ) ;

4sysout (T)

5damp(T)

6i s o b s e r v ab l e (T)

7i s c o n t r o l l a b l e (T)

8i s s t a b i l i z a b l e (T)

9i s d e t e c t a b l e (T)

10i s s t a b l e (T)

11wrange = logspace ( log10 ( 0 . 1 ) , log10 (10ˆ10 ) , 100 ) ;

12impulse (T, 1 , 0.2∗10ˆ−6 , 1000 ) ; f i g u r e ;

13s tep (T, 1 , 0.2∗10ˆ−6 , 1000 ) ; f i g u r e ;

14bode (T, wrange ) ; f i g u r e ;

15r l o c u s (T, 0 .001 , 0 . 0 , 1 . 0 ) ; f i g u r e ;

Then the same step as previous is repeated for noise transfer functions, namely

the two dominant ones, reference-to-out and VCO-to-out as in Listing B.16.

Listing B.16: Constructing noise transfer functions and generating behavioral plots.

1num = [ ( 2∗ Ksi∗wn∗N) (N∗wnˆ 2 ) ] ;

2den = [1 (2∗Ksi∗wn) (wnˆ 2 ) ] ;

3Tref2out = t f (num, den , 0 , ”LHC Clock Noise” ,

4”PLL Output Noise” ) ;

5bode ( Tref2out , wrange ) ; f i g u r e ;

6sysout ( Tref2out )

7damp( Tref2out )

8num = [1 0 0 ] ;
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9den = [1 (K) ( (Ko∗ Icp )/(2∗ pi ∗N∗C) ) ] ;

10Tvco2out = t f (num, den , 0 , ”VCO Noise” ,

11”PLL Output Noise” ) ;

12bode ( Tvco2out , wrange ) ; f i g u r e ;

13sysout ( Tvco2out )

14damp( Tvco2out )

15pause

B.3.2 Evaluation

Once the parametrization is complete, it must be verified by numerical simulations

within an HDL environment. The jitter performance of the loop should be calculated

numerically to confirm the transfer function representation, to the degree possible.

The following script cores are used to numerically evaluate the jitter performance

of the CP-PLL presented in Chapter 5.

The higher level Octave script reading the single-column data file, which has

instantaneous periods of the measured clock signal, produced by verilogA probe

modules is given in Listing B.17 where it calculates, starting from an offset, the av-

erage, the standard deviation, the maximum normalized deviation, absolute (Listing

B.18) and cycle-to-cycle (Listing B.19) jitter metrics.

Listing B.17: Calculating statistics out of instantaneous period values.

1c l e a r ;

2load out/ per iodMeter . dat ;

3o f f s e t = 100000;

4T = Center = mean( per iodMeter ) ;

5Sigma = std ( per iodMeter ) ;

6maxdT = max( abs ( periodMeter−T))/T;

7f p r i n t f ( ”Center = %.9g , 1/Center = %.9g\n” ,

8T, 1/T) ;

9f p r i n t f ( ”Sigma abs = %.9g , S igma re l = %.9g%%\n” ,

10Sigma , 100∗Sigma/T) ;
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11f p r i n t f ( ”Max dT = %.9g%%\n” , 100∗maxdT) ;

12f p r i n t f ( ”Absolute J i i e r ( a j ) = %.9g\n” ,

13a j ( periodMeter , Center , o f f s e t ) ) ;

14f p r i n t f ( ”Cycle−to−cy c l e J i i e r ( cc ) = %.9g\n” ,

15cc ( periodMeter , o f f s e t ) ) ;

16p lo t ( per iodMeter ) ; f i g u r e ;

17h i s t ( periodMeter , 200 ) ; f i g u r e ;

18pause ;

Listing B.18: Calculating normalized cycle-to-cycle jitter.

1function r e t v a l = cc ( vector , o f f s e t )

2r e t v a l = 0 ;

3i f ( narg in != 2)

4usage ( ” cc ( vector , o f f s e t ) ” ) ;

5end i f

6i f ( i s v e c t o r ( vec to r ) )

7l ength = length ( vec to r ) ;

8i = o f f s e t ;

9sum = 0 ;

10while ( i<l ength )

11d i f f e r e n c e = vecto r ( i +1) − vec to r ( i ) ;

12sum = sum + d i f f e r e n c e ∗ d i f f e r e n c e ;

13i = i + 1 ;

14endwhi le

15r e t v a l = sq r t (sum)/ length ;

16else

17e r r o r ( ”ERROR : cc : A vec to r argument ?” ) ;

18end i f

19endfunction
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Listing B.19: Calculating normalized absolute jitter.

1function r e t v a l = a j ( vector , average , o f f s e t )

2r e t v a l = 0 ;

3i f ( narg in != 3)

4usage ( ” a j ( vector , average , o f f s e t ) ” ) ;

5end i f

6i f ( i s v e c t o r ( vec to r ) )

7l ength = length ( vec to r ) ;

8i = o f f s e t ;

9sum = 0 ;

10while ( i<l ength )

11product = vecto r ( i ) − average ;

12sum = sum + product ∗ product ;

13i = i + 1 ;

14endwhi le

15r e t v a l = sq r t (sum)/ length ;

16else

17e r r o r ( ”ERROR : a j : A vec to r argument ?” ) ;

18end i f

19endfunction
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custom design, 6

cycle-to-cycle jitter, 119, 125, 162, 220

D

damping ratio, 187, 199

dark matter, 87

data acceptance, 144

data acquisition, 33, 89

data acquisition, DAQ, 2

dc balanced, 93

deep inelastic scattering, 19

delay cell, 128

DESY, 14

detection component, 3

device mismatch, 63

differential non-linearity, 56

differential-to-single-end converter, 130

digital-to-analog converter, 55

distortion, 62

distributions of frequency difference,

157, 161

dual loop CDR, 145

duty-cycle, 130, 137, 209

dynamic logic, 154

E

edge detector, 151

efficiency, 85

electrical fan-out, 104

electrical transceiver, 102

EMC, 14

end of packet, 93

error correction, 98

ethernet standard, 100

exotic quantum numbers, 22

expected plateau, 80

experimental system development, 2

F

finite-state machine, 150

folded cascode, 55

frequency domain, 183

frequency excursion, 110

frequency response, 184

frequency synthesizer, 105

front-end, 38
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front-end channel, 41

front-end, FE, 2, 4

full width at halve maximum, 81

full-swing, 128

G

gated VCO, 130, 147, 151

gating signal, 156

GBT, 89, 100

generalized parton distribution, 21

granularity, 81

group theory, 24

guard ring, 40

H

hamming, 93

hardware description language, HDL,

116, 202

heavy quark effective theories, 24

HERMES, 14, 19

higgs boson, 87

huygens principle, 34

hybrid CDR, 149

hysteresis, 74

I

integral non-linearity, 56

integral term, 110, 120

intellectual property, 8

inter-digitized, 60

inverse kinematics, 23

J

jitter, 90, 91

jitter peaking, 123

jitter probe, 117, 213

jitter suppression, 123

jitter transfer function, 111, 123

K

kelvin divider, 55

L

ladder, 60

large angle spectrometer, 26

large hadron collider, 38, 87

latch-up, 40

lateral field, 60

lattice quantum chromodynamics, 16

leading hadron, 19

less significant bit, 57

LHC upgrade, 94, 96, 97

LHCb, 87

line data rate, 100

line driver, 107

linearity, 80

lock-up time, 192, 199

locked state, 212

loop gain, 184

loop operating point, 110, 114

loop parametrization, 116

low drop-out voltage regulator, 56, 67

luminosity, 87

M

M2 beam line, 28

MAD-4, 38
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mismatch, 62, 63, 117

mixed signal design, 7

mixed-signal extension, 202

monte carlo, 62, 66, 73

most significant bit, 57

multi-anode photo-multiplier tube, 41

multi-wire proportional chamber, 31,

38

multiplexer, 107

N

natural frequency, 109, 183

NMC, 14

noise transfer functions, 219

normalized loop gain, 110

O

octave scripts, 202

offset between front-end channels, 76,

167

offset cancellation, 60

one-shot, 44

orbit signal, 90

order, 192

over-damped, 111

over-sampling CDR, 148

overshoot, 199

P

packet-mode, 142

parameter extraction, 117, 132

particle identification, 35

peaking time, 44

perturbation theory, 23

perturbative quantum chromodynam-

ics, 16

phase error, 121

phase locked loop, 89, 105, 107

phase locking, 121

phase margin, 187

phase/frequency detector, 119

photon-gluon fusion, 19

plant, 145

PLL, 143

PLL design example, 197

PLL operation, 191

PLL parametrization, 190, 215

power spectra, 162

pre-fabrication, 167

preamble, 143

preamplifier gain, 78

primakoff reaction, 23

probe modules, 212

probing, 80

process corner, 66, 117, 209

process independence, 129, 161

process variation, 63

proportional term, 110, 120

pseudo-random bit sequence, PRBS,

152

Q

quantum chromodynamics, 16

quantum electrodynamics, 16

quark parton model, 19
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quarks, 15

quiescent current, 52

R

R-2R, 55

radiation hard, 96, 99

raw data, 2

re-timing, 156

read-out, 77

read-out channels, ROC, 2

redundancy scheme, 107

RICH detector, 26, 31, 33

ring image, 34

ring oscillator, 128

ripple on control voltage, 110

root locus, 199, 219

running coupling constant, 16

S

s-curve, 80

s-plane, 196, 219

sampled nature, 108

scintillator, 32

second-order, 108, 192

semi inclusive, 19

serializer, 89, 105

settling-time, 199

shaper, 40

shunt loading, 110

sigmoid function, 80

sinusoidal jitter, 204

SLAC, 19

slew rate, 131

slew-rate limited non-linear buffer, 44,

50

slow control, 89

small angle spectrometer, 26

small-signal equivalent resistance, 60

SMC, 14

spin, 18

spin contribution, 19

stability limit, 108, 110, 111, 114

start of packet, 93

static phase error, 109, 117

steady state phase error, 195

step acceleration, 194

step position, 194

step response, 185

step velocity, 194

super LHC, 89, 94

T

terminating resistor, 153

thermometer coded, 56

threshold scanning, 80, 82

time division multiplexing, 93, 105

time over threshold, 74

timing trigger and control, 89

tirggering, 92

top-down design methodology, 9, 11

tracking principle, 3

trans-conductor, 43

transfer function, 218

triple-redundancy, 138
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true single-phase clock, TSPC, 154

tunability, 42

type, 191

U

un-locked condition, 195

under-damped, 186

unit interval, UI, 165

V

VCO, 132

VCO gain, 133

verification, 8

verilog, 116

verilog HDL, 202

vertex reconstruction, 30

VHDL, 202

voltage buffer, 42

voltage controlled oscillator, 110

voltage follower, 139

voltage-mode, 56

W

wave front, 34

white jitter, 204

white stimuli, 80

Z

z-plane, 111
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